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A theoretical analysis has been made of the transition probabilities for a Rabi-type atomic-beam spectrometer in which the exciting field amplitude seen by the atoms has a sinusoidal rather than a rectangular envelope. The time-dependent Schrödinger equation was integrated numerically and a velocity average of the transition probabilities performed. The results indicate that the linewidth increases as the fourth root of the excitation power and that frequency shifts due to coupling of the exciting field with other atomic states are reduced by an order of magnitude at excitation powers much above optimum.

1. INTRODUCTION

In some recent experiments by Harrach\(^1\) hyperfine transitions in thallium were observed with an atomic-beam spectrometer. An attempt was made to observe a shift in the frequency of the \(F=0, M=0\), to \(F=1, M=1\) transition due to virtual, nonresonant transitions to the \(F=1, M=-1\) state. Such a shift has been predicted theoretically\(^2,3\) to be proportional to the power in the microwave field inducing the transitions and inversely proportional to the static magnetic field (C field) which separates the \(F=1\) sublevels. However, the observed power-dependent shifts were an order of magnitude smaller than predicted and had a dependence on the magnetic field suggesting they were perhaps due to overlap with the \(\Delta M=0\) transition, which was also observed. Also, the resonance line width was found to be proportional to the fourth root of the microwave input power, whereas the usual theories of atomic-beam spectrometers give a width proportional to the square root of the input power.\(^4\)

In Harrach's experiment the cavity mode used for introducing microwave radiation to the atomic beam was such that the magnetic field had a sinusoidal variation in the longitudinal direction. Thus, the field amplitude seen by atoms passing through the cavity had a time dependence corresponding to half a sine wave, rather than a rectangular wave, as is assumed in the usual theoretical treatments (see Fig. 1). The present work was undertaken to see if this difference could account for Harrach's observations. Section 2 discusses the mathematics for finding the resonance transition probability appropriate to the experiments. Section 3 describes the numerical techniques employed to evaluate the mathematics. Section 4 describes the results and Sec. 5 summarizes the situation.

2. MATHEMATICAL FORMULATION

In the very low \(C\) fields used for the experiments, the hyperfine spectrum of T\(^{205}\) exhibits four states: the \(F=0\) ground state, which we take to have zero energy, and three equally spaced \(F=1\) levels, whose energies (in frequency units) we call \(\Omega, \Omega + \alpha,\) and \(\Omega - \alpha.\) The microwave excitation field at frequency \(\omega\) connects the \(F=0\) state to each of the \(F=1\) states with matrix elements \(2b \cos \omega t\) or \(2c \cos \omega t.\) The Hamiltonian describing the thallium atoms in the radiation field can then be written

\[
\begin{pmatrix}
\Omega + \alpha & 0 & 0 & 2c \cos \omega t \\
0 & \Omega & 0 & 2b \cos \omega t \\
0 & 0 & \Omega - \alpha & -2c \cos \omega t \\
2c \cos \omega t & 2b \cos \omega t & -2c \cos \omega t & 0
\end{pmatrix}
\]

where \(b\) and \(c\) are assumed real. If the radiation field is parallel to the static field, \(c\) is zero, if perpendicular, \(b\) is zero. Both are proportional to the amplitude of the microwave magnetic field.

It is possible to make part of the interaction terms in the Hamiltonian time-independent by a "phase-factor-
ing transformation which redefines the Schrödinger probability amplitude by $e^{i\mu t}$. Choosing $\mu = \frac{1}{2}(\omega + \Omega + a)$ for each of the $F = 1$ levels and $\mu = \frac{1}{2}(\omega - \Omega - a)$ for the $F = 0$ level, the new probability amplitudes obey a Schrödinger equation with the Hamiltonian

$$
\begin{pmatrix}
-\Delta & 0 & 0 & c \\
0 & -\Delta - a & 0 & b \\
0 & 0 & -\Delta - 2a & -c \\
c & b & -c & \Delta \\
\end{pmatrix}
$$

+ terms oscillating with freq. 2$\omega$,

where $\Delta = \frac{1}{2}(\omega - \Omega - a)$. The time-independent part includes the resonant interactions with the microwave field. For $b$, $c$ the oscillating part can be neglected (rotating field approximation).\(^8\) In the experiments $c/\omega$ was at most $4 \times 10^{-2}$.

Assuming $\Delta$, $b$, and $c$ are all small compared to $a$, we further reduce the Hamiltonian to a two-by-two matrix

$$
\begin{pmatrix}
-\Delta & c \\
c & \Delta + c^2/2a + b^2/a \\
\end{pmatrix}
$$

(1)

Here we have retained the submatrix involving the two resonant states which are nearly degenerate after the phase-factoring transformation. The terms with $a$ in the denominator are second-order perturbation corrections which approximately account for the effects of the other two states.\(^7\) If an atom initially in the upper state experiences the radiation field for a time $t$, the probability that a transition will occur to the lower state is

$$
P(t) = (c/\phi^2) \sin^2 \phi t,
$$

with

$$
\phi^2 = c^2 + (\Delta + c^2/4a + b^2/2a)^2.
$$

This is the usual Rabi transition probability. To correspond to an atomic-beam experiment, it must be averaged over the different times $t$ that different atoms spend in the radiation field region due to their distribution in velocity:

$$
\langle P \rangle = (\phi^2/\langle \phi^2 \rangle) \left[ \frac{1}{2}I(2qI/\alpha) \right],
$$

where $I$ is the length of the radiation field region, $\alpha = (2kT/m)^{1/2}$ is related to the average velocity of atoms in the beam, and the function $I$ is tabulated in Ref. 4. The resonance in $\langle P \rangle$ is peaked at $\Delta + c^2/4a + b^2/2a = 0$ or $\omega = \Omega + a - c^2/2a - b^2/2a$. The last two terms represent the power-dependent shift which the experiments had hoped to observe.

In the preceding analysis it was assumed that the amplitude of the radiation field ($b$, $c$) was constant during the time the atom was exposed to it. In the actual experiment the amplitude had a sinusoidal variation. If we replace $b$ by $(\frac{1}{2}\pi) b \sin \nu t$, and $c$ by $(\frac{1}{2}\pi) c \sin \nu t$, then redefine phases to make the Hamiltonian traceless, we obtain the Hamiltonian

$$
\begin{pmatrix}
-\Delta + \delta \omega \sin \nu t & (\frac{1}{2}\pi) c \sin \nu t \\
(\frac{1}{2}\pi) c \sin \nu t & \Delta - \delta \omega \sin \nu t \\
\end{pmatrix}
$$

(4)

Here $\delta \omega = -(\frac{1}{2}\pi)(c^2/4a + b^2/2a)$, $\nu = \pi \nu/2$, $\nu$ is the velocity of an atom, and the Schrödinger equation is to be integrated from $vt = 0$ to $vt = \pi$.

The factor $\frac{1}{2}\pi$ is introduced to keep the area under the curves in Fig. 1 the same. Intuitively we would then expect to get about the same transition probability. In fact, if $\Delta = \delta \omega = 0$ (on resonance, no shift) the Schrödinger equation with the Hamiltonian (4) can be solved exactly, giving a transition probability at $vt = \pi$:

$$
P = \sin^2(\pi c/\nu) = \sin^2(c/\nu),
$$

which is the same as (2) under the same conditions ($q = 0$, $t = \nu/2$). Hence, at the peak of the resonance the Hamiltonians (1) and (4) both give the same transition probability and the same optimum excitation condition $2c/\alpha = 1.2\nu/2$.\(^4\)

Except for the special case just mentioned, the Schrödinger equation with the Hamiltonian (4) cannot be solved analytically. It is of a type periodic in time for which an elegant formalism has been developed.\(^8\) However, this formalism does not lead to any shortcuts or useful approximations in the present case. The only approximation of any value is the adiabatic approximation. At high powers ($c/\nu > 1\pi$), Eq. (2) shows that $P(t)$ oscillates several times while the atom traverses the radiation field region. If this oscillation is rapid compared to the rate of change of the $\sin \nu t$ modulating $c$ ($q > \nu$), then (2) should give an approximate solution at each instantaneous value of $\sin \nu t$:

$$
P(t) \approx \frac{(\pi/4) \phi \sin^2 \nu t}{\phi^2(t)} \sin^2 \int_0^t q(t') dt',
$$

with $\phi(t) = (\pi/4) \phi \sin \nu t + (\Delta - \delta \omega \sin \nu t)^2$. At best (5) is valid only in the wings of the line $\Delta > \nu$. At $vt = \pi$, (5) says the wings of the line have no shift and no amplitude. This suggests that the line shape resulting from (4) is narrower and less shifted than that given by (2).

3. THE NUMERICAL METHOD

To obtain more definitive results the Schrödinger equation with the Hamiltonian (4) was integrated numerically with the aid of a digital computer. The fourth-order Runge–Kutta method was used. A trial run using the Hamiltonian (1) and then comparing the results of
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\(^6\) J. H. Shirley, Ref. 5, Appendix A.
the numerical integration with the analytic solution (2) indicated that the accumulated error in the normalization of the wave function gave a crude but useful bound on the error in the transition probability. Accordingly, the number of steps used in the numerical integration was automatically controlled to maintain the normalization within 0.005 of 1.

For a quantitative comparison with experiment, it is necessary to average the transition probability \( P \) over the distribution of velocities in the atomic beam. In Ramsey’s work\(^4\) this average is expressible in terms of the function

\[
I(X) = \int_0^\infty y^2 \exp(-y^2) \cos(X/y) dy
\]

[e.g. Eq. (3)]. Since we have only numerical values instead of the cosine function for the integrand, we must do the integral numerically. The method was first checked by computing \( I(X) \) numerically and comparing the results with Ramsey’s table. To avoid the rapid oscillations near \( y=0 \), the variable of integration was changed to \( Z=y^{-1} \):

\[
I(X) = \int_0^\infty Z^{-3} \exp(-Z^{-2}) \cos(XZ) dZ.
\]

This integral was evaluated by Simpson’s rule. The step size must be reduced as \( X \) is increased to maintain accuracy. The experience gained with this integral was utilized in the final program which computed the velocity averaged transition probability according to the formula

\[
\langle P \rangle = 2 \int_{0.3}^{Z_3} Z^{-3} \exp(-Z^{-2}) P(XZ, YZ, SZ) dZ.
\]

Here

\[
X = 2\Delta l / \pi \alpha, \quad Y = 2\Delta l / \pi \alpha, \quad \text{and} \quad S = \delta \omega l / \pi \alpha \quad (7)
\]

are dimensionless measures of the microwave field amplitude, deviation from resonance, and expected frequency shift, respectively, and \( Z = \alpha / \tau \). The arguments of \( P \) are the parameters required for the integration of the Schrödinger equation in dimensionless form. The 2 in front is for normalization. The lower limit of 0.3 was used instead of zero since the weighting function is negligible for smaller values of \( Z \). The upper limit corresponds to excluding from the velocity distribution all atoms whose velocities are less than \( \frac{\alpha}{3} \). The geometry of the spectrometer used in the experiments was such that these slower atoms actually do not contribute to the observed signal.\(^9\)

To obtain one value of \( \langle P \rangle \) for given parameters \( X, Y, S \), it is necessary to integrate the Schrödinger equation numerically for each point needed to evaluate (6) by Simpson’s rule. The number of steps required for either integration is modest at \( X = 1 \), but increases rapidly to 50 or 100 for \( X = 10 \), the actual number used being determined by the computer. For a check on the error accumulated in such lengthy calculations, they were carried out using the time-independent Hamiltonian (1) and comparing the results with (3). Out of about 40 points compared, the largest discrepancy was 2%, with most values agreeing to less than 1%.

To study the linewidth, the shift \( S \) was set equal to zero. Then \( \langle P \rangle \) was calculated for three values of \( Y \) in the vicinity of \( Y = (\pi X / 2)^{1/2} \). Parabolic interpolation was used to find \( Y_{1/2} \), the value of \( Y \) such that

\[
\langle P(X, Y) \rangle = \frac{1}{2} \langle P(X, 0) \rangle.
\]

When \( S \neq 0 \), the line shapes are somewhat asymmetric (see Fig. 2). The frequency shift found depends upon the height at which the line is split. Note that the wings of the line appear to approach no shift, in
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\(^9\) R. J. Harrach (private communication).
agreement with the adiabatic approximation. For a consistent procedure analogous to the experimental method, the line center was defined as the midpoint of the line at 70% of its maximum height. Using the linewidths previously determined, the computer selected \( Y \) values which gave values of \( \langle P \rangle \) approximately 60 and 80% of the height on each side. Linear interpolation then provided the \( Y \) values at 70% of peak height, which were averaged to yield the line center \( Y_c \).

4. RESULTS

The half-widths \( Y_{1/2} \) found by the computer by using the method described are given in Table I and compared with the empirical formula. The \( X \) values were chosen to correspond to the experimental data.\(^1\) For large \( X \) the half-width becomes \( Y_{1/2} = 1.07(X X/2)^{1/2} \). Using \( \alpha = 2.7 \times 10^4 \) cm/sec and \( l = 16 \) cm, the full width becomes \( w = (\alpha l) Y_{1/2} = 2.5(P_t / P_0)^{1/2} \) kHz, where \( P_t \) is a measure of the microwave power input to the spectrom-
eter and $P_0$ is the corresponding value at optimum power: $P_0/\rho_0 = (2\pi/1.2)^2$. The experimental result was $w = 2.2(P_0/\rho_0)^{1/3}$ kHz.

For a given $X$ and $S$, let the $Y$ value at the line center defined in the preceding section be represented by $y = F(X) S$. Adiabatically the line center occurs at $Y = 2S \sin^2 \theta$. Hence $F(X)$ represents some resultant average of $2 \sin^2 \theta$. We might guess that $F(X) = 1$, but any value of $F$ between 0 and 2 would be possible. Conceivably $F$ could depend on $S$ as well as $X$, but limited data indicate that it does not, at least for shifts small compared to the linewidth. The function $F(X)$ as revealed by the numerical calculations is shown in Fig. 3. The value 1.5 near optimum power may arise because most of the transition takes place while the sine function is large. The small values of $F$ for large $X$ imply that the shifts are much smaller than anticipated, in agreement with the experiments.

Experimentally, the shifts were determined for various values of the input power keeping other variables fixed. Recalling the definition of $S$ [see Eq. (7)] and of $\delta \omega$ [see Eq. (4)], we find that $S$ should be increased as $X^2$ or linearly with the input power. The matrix elements in (1) were evaluated for a $C$ field of 15 mG ($a = 0.44X10^3$ sec$^{-1}$). With $b = 0$ and $a$ and $l$ as given previously we arrived at $S = 0.0186X^2$. With this value for $S$, $Y_s$ was computed at $X$ values corresponding to the experimental data. The results are found in Table II along with the theoretical [i.e., $(\alpha/2l)Y_s$] and experimental shifts in hertz. The former are uncertain by 15 to 30 Hz and the latter by about 50 Hz. Clearly the order of magnitude of the shifts is in agreement.

The computed frequency shifts $Y_s$ are plotted as a function of excitation power in Fig. 4. The straight line disappearing out of the top of the graph is $S$, the expected shift if $F(X) = 1$. Harrach fitted a straight line to the corresponding experimental data, since the scatter was too great to show such features as the dip in Fig. 4. The frequency corresponding to no shift was determined experimentally by extrapolating to zero power. A straight line fitted to the right-hand portion of Fig. 4 will not extrapolate to zero shift; hence, the experimental shifts in Table II should probably be increased. The only significant number that can be extracted from Harrach's data is the slope of his fitted line at high powers. At the three higher $C$ field values for which Harrach plotted his data these slopes are consistent with a slope obtained from the right-hand side of Fig. 4. For the three lower $C$ field values the experimental slopes are higher, probably because of the presence of overlap shifts.

5. SUMMARY

A theoretical analysis of the transition probability in the atomic-beam spectrometer used by Harrach indicates that the linewidth increases as the fourth root of the microwave excitation power and that natural frequency shifts are reduced by an order of magnitude at input powers of the order of 100 times optimum. These results adequately explain the experimental observations made by Harrach. Further confirmation of the theory could be achieved by observing the dip in frequency shift at about 8 times optimum power, although better experimental reproducibility would be required. It is probable that the natural shifts sought in the experiment were observed in their reduced form, but the scatter in the data and the presence of overlap shifts make this conclusion subject to question. The experiment should be redone using a rectangular microwave field amplitude, which can be achieved, for example, by sending the beam longitudinally down the center of a rectangular cavity operated in the TM$_{20}$ mode. The natural shift should then be large enough to dominate all other frequency shifts and permit a quantitative test of its form as given in Eq. (2).
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