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A simple maser model consisting of a single-mode field coupled to $N$ identical two-level atoms is presented. The assumption of negligible statistical correlation between the atoms and the field, permits the Heisenberg equations of motion to be replaced by a self-consistent set of ordinary nonlinear differential equations. Relaxation terms and an energy source are introduced phenomenologically. The resulting equations exhibit a threshold, stable and unstable steady states, relaxation oscillations and, sometimes, spiking. The dynamic equations for the hydrogen maser and the rate equations of laser theory are derived as special cases. Also discussed are the maser amplifier, locking of a maser to an external signal, and the effects of cavity thermal noise.

INTRODUCTION

The purpose of this article is to present a theory which describes many of the physical phenomena associated with masers or lasers, yet is simple enough to be worked with by students. It can be used as a foundation for building more complex theories to describe actual devices. Alternatively, it can be used to introduce students to the behavior of a simple nonlinear system by working with a physically interesting example.

The work presented here is an outgrowth of a dynamical theory for the hydrogen maser. Although developed more or less independently, the ideas and most of the results of this paper exist in the literature somewhere. However, to obtain the average given here several papers must be studied, most of them encumbered with complications. We mention some of this earlier work in passing, but our development is entirely self-contained.

The article divides roughly into two parts: the derivation of the equations of motion, and the solution of those equations. In Sec. I, we delineate our model in terms of a fully quantum-mechanical Hamiltonian. We then develop our equations so as to bring out the physical origin of the various terms and the underlying assumptions.

The remaining sections describe several easily obtained solutions which illustrate various features of maser behavior. The emphasis is toward simple examples of the mathematical techniques, not generality. Section II describes the character of the solutions. Section III describes two limiting cases and relates them respectively to the hydrogen maser and the rate equations of laser theory. The behavior of a maser under the influence of an external signal is discussed in Sec. IV, and a bit of noise theory is given in Sec. V.

I. EQUATIONS OF MOTION

The Hamiltonian for our maser model is

$$\hat{H} = \hbar \left( \omega_0 a^\dagger a + \sum_j \frac{1}{2} \omega_j \sigma_j^+ + \sum_j b_j (\sigma_j^- a + \sigma_j^0 a^+) \right).$$

(1)

The first term represents the Hamiltonian for the radiation field, which we assume is confined to a resonant cavity. We assume further that only one mode of the cavity is of concern to us. Hence, we can represent the radiation field as a single quantum-mechanical harmonic oscillator of frequency $\omega_0$ with creation and annihilation operators $a^\dagger$ and $a$, obeying $[a, a^\dagger] = 1$. The second term represents the Hamiltonian of $N$ identical atoms indexed by $j$. We assume that only two stationary states of each atom are involved in maser action. Hence, we can represent an atom by Pauli spin matrices:

$$\sigma^z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \sigma^+ = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad \sigma^- = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix},$$

each atom having resonant frequency $\omega_0$. The remainder of the Hamiltonian represents the interaction between the atoms and the field. An expression for the coupling constant $b$ (assumed real) is given in Eq. (AS) of the Appendix. We have assumed the atoms are so confined that they...
all see the same amplitude of the field. Thus, no spatial coordinates need be introduced. Similar Hamiltonians have been used by Haken,¹ Buley and Cummings,² and Louiseill,³ among others.

Some comment is in order on the form of the interaction term. The usual interaction between an atom and the electromagnetic field is \( \mathbf{p} \cdot \mathbf{A} \), or an atomic moment times a field strength. Such an interaction for a two-level atom would reduce to some constants times \( \sigma^z \) times the coordinate operator for the field. Expressing the operators in terms of \( \sigma^+, \sigma^-, \sigma^0, \) and \( \sigma^z \), we have a constant times

\[
(\sigma^+ + \sigma^-)(a + a^\dagger) = (\sigma^+ a + \sigma^- a^\dagger) + (\sigma^- a^\dagger + \sigma^+ a).
\]

The term \( \sigma^+ a \) represents the absorption of a photon together with the excitation of an atom, while \( \sigma^- a^\dagger \) represents the inverse process. Thus, the first pair of terms represents an exchange of energy between an atom and the field. The term \( \sigma^- a^\dagger \) represents the emission of a photon together with the excitation of an atom, both processes requiring energy. Since \( b \) is usually many orders of magnitude smaller than \( \omega_n \), the interaction term can be of importance only if it nearly conserves energy. This occurs for \( \omega_n \approx \omega_n \) in the first pair of terms, but not at all for the second pair. Hence, we have dropped the second pair from our Hamiltonian.

The use of only the first pair for the interaction is often referred to as the rotating field approximation. In magnetic resonance, it corresponds to keeping that component of an oscillating magnetic field which rotates in the same sense as the precessing spins, and discarding the "antirotating" component. The validity of this approximation has been extensively studied⁴ and found to be quite good for \( b^2 \langle a^\dagger a \rangle \ll \omega_n^2 \). The principal correction is the so-called Bloch–Siegert shift⁵ in the resonance frequency of the atom.

Many workers have used the density-matrix formalism in maser theory.⁶ In principle, the density matrix contains all the information about the system that can be learned within the limitations of quantum mechanics. Since no one has come up with an exact solution for the time development of the density matrix with the Hamiltonian (1) (except when only one atom is included⁷), we have decided to be less ambitious and find a minimum of information about the system, only the expectation values of the main observables. Expectation values are classical variables and should obey classical-type equations. Accordingly, we proceed to get rid of the quantum mechanics of the problem as fast as possible. From the Hamiltonian (1), we obtain the Heisenberg equations of motion:

\[
\frac{id}{dt} = \omega_n a + b \sum_j \sigma_j^-,
\]

\[
\frac{d\sigma_j^+}{dt} = \omega_n \sigma_j^- - ib \sigma_j^0,
\]

and

\[
\frac{d\sigma_j^-}{dt} = 2ib (\sigma_j^+ a - \sigma_j^- a^\dagger).
\]

We then form the expectation value of each of these equations:

\[
\langle d/dt \rangle \langle a \rangle = -i\omega_n \langle a \rangle - ib \sum_j \langle \sigma_j^- \rangle,
\]

\[
\langle d/dt \rangle \langle \sigma_j^+ \rangle = -i\omega_n \langle \sigma_j^- \rangle + ib \langle \sigma_j^0 \rangle,
\]

and

\[
\langle d/dt \rangle \langle \sigma_j^- \rangle = -2ib \langle \sigma_j^+ a - \sigma_j^- a^\dagger \rangle.
\]

We now have a set of ordinary differential equations whose solutions are scalar functions of time. If \( \langle \sigma \rangle \) could be factored into \( \langle \sigma \rangle \langle a \rangle \), then Eqs. (3) would be a complete system of coupled equations. That the expectation value of a product cannot be factored in general is a point drilled into all students of quantum mechanics. Nevertheless, for the purpose of our theory we contend that this factoring is approximately valid. Such an approximation has been used by many others under a variety of names ("neoclassical," a self-consistent-field approximation,⁶ di-electric approxima-
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We further simplify Eqs. (3) by introducing dimensionless macroscopic variables:

\[ A = \langle \sigma \rangle e^{i\omega t} \]

\[ M = \sum_j \langle \sigma_j^+ \sigma_j \rangle e^{i\omega t} \]

and

\[ W = \sum_j \langle \sigma_j \sigma_j^+ \rangle \] (4)
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The equations of motion for the macroscopic variables (4) are obtained from Eqs. (3) with the
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semiclassical approximation:

\[ \dot{A} = i(\omega - \omega_0) A - i\hbar M \]

(5a)

\[ \dot{M} = i(\omega - \omega_0) M + i\hbar W \]

(5b)

and

\[ \dot{W} = -2i\hbar (M \psi A - M A^* \psi) \] (5c)

Since \( \omega \)
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will be close to \( \omega_0 \) and \( \omega_0 \), the basic rapid oscillation of the maser has totally disappeared from our equations. This is a consequence of the rotating field approximation and the nature of the 
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One familiar solution of Eqs. (5) can be obtained by considering one atom and a field strong enough that we can neglect the effect of the atom upon it. In Eqs. (5b) and (5c), we then treat \( M \) as a constant. Eliminating \( M \), we find

\[ (d/dt)^2 W + 4p^2 (d/dt) W = 0 \]

where \( p = c^2 + \frac{1}{2}(\omega - \omega_0) \), and \( c = b \langle A \rangle \). For the atom initially in the upper state, we must have the solution \( W = 1 - 2(c^2/p^2) \sin^2 pt \). The probability that it will be in the lower state is \( \frac{1}{2} (1 - W) = (c^2/p^2) \sin^2 pt \). This is identical with the Rabi transition probability used in the theory of molecular beam spectrometers.\(^{12}\)

Equations (5) have the following integrals of the motion:

\[ A^* A + \frac{1}{2} W = \text{const} = n + \frac{1}{2} |N| \]

\[ M^* M + \frac{1}{2} W^2 = \text{const} = \frac{1}{2} N^2 \]


and

\[ M^* A + M A^* + W(\omega_n - \omega_c)/2b = \text{const} = N(\omega_n - \omega_c)/2b. \]

The constants have been evaluated by assuming there is a point in the motion for which \( M = 0 \).

The value of \( W \) there is called \( N \) and the value of \( A^* A \) is called \( n \). Using these integrals, we find that \( W \) obeys the following differential equation:

\[
\left( \frac{d}{dt} \right)^2 W + \left[ \frac{1}{2} b^2 n + 2b N + (\omega_c - \omega_c) \right] W - 3b^2 W^3 = \left( \omega_n - \omega_c \right) N - b^2 N^2.
\]

This can be solved in terms of Jacobian elliptic functions:

\[ W = N - \Delta n \Delta \Big( q t, k \Big). \]

Here, the zero of time is chosen when \( W \) is a maximum, and the parameters are given by:

\[ \lambda = d - \Delta, \]

\[ \Delta = \frac{2d}{b}, \]

\[ \alpha^2 = \frac{2}{b} d, \]

\[ \beta^2 = \rho^2 + 4bN, \]

and

\[ n = n - N + \left( \omega_n - \omega_c \right) \frac{1}{4b^2}. \]

The other variables can be found from \( W \) via the integrals of the motion. A special case of this solution was found by Jaynes and Cummings.\(^{14}\)

The elliptic functions are periodic, so \( W \) oscillates. From the energy integral \( A^* A + \frac{1}{2} W = \text{const} \), we see that energy is periodically exchanged between the atoms and the field. This will not go on forever in a physical system, since the atoms and field will eventually interact with external influences not included in our Hamiltonian. More specifically, the radiation-field energy is absorbed by the cavity walls and coupled out of the cavity for observation. The atoms collide with the walls of their container, with each other, or with other atoms present. Many efforts have been made to develop models for such dissipating interactions.\(^{15,16,17,18,19,20}\) We do not go into these models here, but merely adopt their conclusions, which are equivalent to the introduction of phenomenological damping terms into our equations.

All three variables \( A, M, \) and \( W \) are damped, in general at different rates. For the field \( A \), we introduce the damping constant \( \beta = \omega_c/2Q \), where \( Q \) is the (loaded) quality factor of the cavity. For the atoms we introduce the damping constants \( \gamma_1 \) and \( \gamma_2 \) for \( W \) and \( M \), respectively. These gammas correspond to the reciprocals of the \( T_1 \) and \( T_2 \) relaxation times in magnetic resonance theory.\(^{17}\) We make no assumption about the size of the relaxation rates except that they should be small as compared to \( \omega \).

Now \( A \) and \( M \) relax to zero, but the population difference \( W \) may relax to an unequal population \( W_0 \), as in thermal equilibrium. We should include a constant term \( \gamma_1 W_0 \) in the \( W \) equation to account for this. Also, to get anything interesting out of a maser, one must furnish a source of energy (pumping) in the form of excited atoms which can then radiate energy to make up for the losses. This source also appears in the \( W \) equation. For mathematical convenience, we lump this term together with \( \gamma_1 W_0 \) and call the result \( I \). In the absence of interaction \( (b = 0) \), \( W \) will then relax to \( I/\gamma_1 \). Maser models with more than two levels may have a different form of relaxation.

We should mention here that theories of dissipation give not only a damping term, but also a driving term of a stochastic nature. This term provides a source for the noise which invariably accompanies any dissipative process. Since the mean of such a term is zero and we are primarily concerned with mean values, we omit these terms from our equations. The effects of including one are considered in Sec. V.

We now present the final equations for our maser model with dissipation:

\[ \dot{A} = -\beta A + i(\omega_n - \omega_c) A - i\beta M, \quad (6a) \]

\[ \dot{M} = -\gamma_1 M + i(\omega_n - \omega_c) M + i\beta W, \quad (6b) \]

and

\[ \dot{W} = i - \gamma_1 W - 2ib(M^* A - M A^*). \quad (6c) \]
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equations for our \( \gamma \):
\[ A = \omega_c M. \tag{5a} \]
\[ \omega_c M + \omega_c W \gamma M. \tag{5b} \]
\[ M^2 = J_M + J_M^2 \tag{5c} \]
\[ \text{the evolution of the field as driven by the atoms, is linear. The other } \]
\[ \text{no, describing the evolution of the atoms as } \]
driven by the field, are nonlinear, but only because they involve the product of a field and atomic variable. Considering \( A \) as an external field, we note that Eqs. (6b) and (6c) are equivalent to the Bloch equations of magnetic-resonance theory.\(^5\) They can be developed from a classical model of precessing spins. Equation (6a) can be obtained from classical electromagnetic-field theory when the rotating-field approximation is made. In short, Eqs. (6) are essentially classical. The approximation \( \langle \sigma \rangle \approx \langle \sigma \rangle \) is all that is necessary to convert the quantum equations (2) to classical ones.

Earlier work\(^6\) leading to dynamic equations in terms of macroscopic variables had the equations for \( A \) and \( M \) second order. Although these equations are more accurate in that they do not involve the rotating field approximation, this approximation has always been invoked in their solution. In the Appendix we illustrate equivalence by reducing the equation of Davis\(^8\) to Eqs. (6).

In Eqs. (6), \( A \) and \( M \) are complex while \( W \) is real. There are five real variables in all. These five can be made explicit by defining \( A = \rho \exp \) and \( M = \mu \exp \). The equations of motion become:
\[ \dot{\rho} = -\beta \rho + \mu \gamma \cos \phi, \tag{7a} \]
\[ \dot{\gamma} = -\gamma \rho + \beta \gamma \cos \phi, \tag{7b} \]
\[ \dot{\phi} = \gamma \mu - \beta \gamma \rho \cos \phi, \tag{7c} \]
\[ \dot{\phi} = \omega_c - \omega_0 - b \mu \sin \phi, \tag{7d} \]
\[ \dot{\gamma} = \omega_c - \omega_0 - (\mu \gamma \rho \sin \phi, \tag{7e} \]

Note that \( \phi \) appears only in the last equation. Only the first four equations must be solved simultaneously. If the cavity is on tune (\( \omega_c = \omega_0 \)), then \( \phi \) can be set equal to zero and only the first three equations are required.

\( \text{II. GENERAL BEHAVIOR OF SOLUTIONS} \)

One solution of Eqs. (6) is apparent. We can let \( A = 0 \) and \( M = 0 \). Then, \( W \) relaxes to the value \( I/\gamma_1 \). All derivatives will be zero and the system will remain in this steady state indefinitely.

It is not enough, however, to just identify a steady-state solution of a system of nonlinear-differential equations. We must also consider the possibility that the system is momentarily disturbed. Will it return to the steady state? Suppose in Eqs. (6) that \( A \) and \( M \) are small, but not zero. Their product in Eq. (6c) will be very small; hence, we neglect it and assume \( W \) remains constant at \( I/\gamma_1 \). The remaining two equations are linear in \( A \) and \( M \). Eliminating \( M \) and assuming the system is tuned \( \omega = \omega_0 = \omega_c \), we obtain
\[ \frac{d}{dt} \lambda \gamma A + \lambda \gamma W \gamma A + \lambda \gamma W \gamma A = 0. \tag{8a} \]

The solution of this equation has the form \( c_1 \exp (\lambda t) + c_2 \exp (-\lambda t) \), where \( \lambda_1 \) and \( \lambda_2 \) are roots of the characteristic equation
\[ \lambda^2 + \lambda \gamma_1 \lambda + \lambda \gamma_2 - \beta \gamma_1 \gamma_2 = 0. \tag{8b} \]

When the real parts of \( \lambda_1 \) and \( \lambda_2 \) are both negative, \( A \) damps to zero, that is, the \( A = M = 0 \) steady-state solution is stable. This occurs if, and only if, all coefficients in the characteristic equation are positive:\(^9\)
\[ W < \beta \gamma_1 \beta \gamma_2 \text{ or } I < \beta \gamma_1 \gamma_2 \beta. \tag{8c} \]

We, therefore, define a threshold value for our source of excited atoms \( I_{\text{th}} = \beta \gamma_1 \gamma_2 / \beta^2 \). For \( I > I_{\text{th}} \), the system decays to the steady-state condition of no field present. For \( I > I_{\text{th}} \), this steady state is unstable; a small initial field value will increase. When the system is not tuned, the threshold is larger. To minimize the threshold we want the cavity tuned, a large interaction matrix element \( b \), and all three relaxation rates small.

A more interesting solution is one with the maser oscillating. For a steady state, we set the derivatives to zero in Eqs. (6) and solve Eq. (6a) for \( M \):
\[ M = (\gamma_1 / b) \left[ \beta - i (\omega - \omega_0) \right] A. \tag{8d} \]

---


Substituting for $M$ in (6b), we find

\[ \gamma_2 - i(\omega - \omega_\infty) \beta - i(\omega - \omega_\infty) = b W. \]  

(9a)

If the maser is oscillating, $A$ is nonzero, so we divide it out and separate the real and imaginary parts of the remainder:

\[ \beta = (\omega - \omega_\infty)/(\beta + \gamma_2). \]  

(9b)

Equation (9b) determines the frequency $\omega$ at which the maser oscillates in the steady state:

\[ \omega = (\beta \omega_\infty + \gamma_2 \omega_\infty)/(\beta + \gamma_2). \]  

(10)

This frequency is an average of the cavity and atomic resonance frequencies weighted by the relative strengths of the cavity and atomic relaxation rates. It is one of the earliest discoveries in maser theory.\footnote{J. P. Gordon, H. J. Zeiger, and C. H. Townes, Phys. Rev. 99, 1264 (1955).}

Substituting Eq. (8) for $M$ in Eq. (6c), we have in the steady state:

\[ I = \gamma_1 W + \gamma_1 A. \]  

(11)

Multiplying by $\frac{1}{2} h \omega$, we obtain a representation of energy conservation:

\[ \frac{1}{2} h \omega I = \gamma_1 \left( \frac{1}{2} h \omega W \right) + 2b(h \omega A)^{1/2}. \]  

(12)

The term on the left represents the power supplied by the source of excited atoms. On the right, $\frac{1}{2} h \omega W$ is the steady-state energy of the atoms in the cavity, relative to a zero of energy at equal populations of the states, and $\gamma_1$ is the rate at which atomic relaxations remove this energy. Similarly, $h \omega A^{1/2}$ is the field energy stored in the cavity and $2b = \omega/Q$ is the rate at which the field relaxations remove this energy. Thus, Eq. (12) shows how the input power is divided between the atomic and field loss mechanisms.

Inserting the value of $\omega$ from Eq. (10), we solve Eq. (9a) for $W$:

\[ W = (\beta \gamma_2 / b^2) \left[ 1 + (\omega - \omega_\infty)^2 / (\beta + \gamma_2)^2 \right]. \]  

(13)

The steady-state population inversion is independent of the pumping $I$. It is determined solely by balancing the atomic and field power losses against the gain provided by the population inversion. Thus, as $I$ is increased in Eq. (12), the additional power goes entirely into the field losses (including output power) while the atomic relaxations absorb a constant amount. Substituting Eq. (13) in Eq. (11), we get an expression for the steady-state photon number:

\[ A^* A = I / 4 \beta - (\gamma_1 \gamma_2 / 4 b^2) \times \left[ 1 + (\omega_\infty - \omega)^2 / (\beta + \gamma_2)^2 \right]. \]  

(14)

The output power of a maser, which is proportional to $A^* A$, is thus an increasing linear function of $I$ and a decreasing quadratic function of the detuning $(\omega_\infty - \omega)$.

Equations (8), (10), (13), and (14) constitute the complete steady-state solution for our oscillating maser. Note that while Eq. (8) gives the relative phase between $A$ and $M$, the absolute phase is not defined in the steady-state solution. In terms of the real variables of Eqs. (7), and the parameter $z = I / I_{th}$, the solution is

\[ r = (\gamma_1 \gamma_2 / 4 b^2) (z - \sec^2 \phi), \]

\[ \mu = (\beta / b) \sec \phi, \]

\[ W = (\beta \gamma_2 / b^2) \sec \phi, \]

\[ \tan \phi = (\omega - \omega_\infty) / (\beta + \gamma_2). \]  

(15)

and $\theta$ is arbitrary. This solution can exist only if $z > \sec^2 \phi$, the same threshold condition that makes the nonoscillating solution unstable.

We now investigate the stability of the oscillating steady-state solution when the system is tuned. To do this, we linearize Eqs. (7) about their steady state in Eqs. (15). We abbreviate the steady-state value of $r$ by $r_s$, and define

\[ r = r_s + \delta r, \]

\[ \mu = (\beta / b) r_s + \delta \mu, \]

and

\[ W = (\beta \gamma_2 / b^2) + \delta W. \]

(16)

The amplitude deviations satisfy

\[ \delta r = -\beta \delta r + b \delta \mu, \]  

(16a)

\[ \delta \mu = -\gamma_1 \delta \mu + (\beta \gamma_2 / b) \delta r + b \delta W, \]  

(16b)

and

\[ \delta W = -\gamma_1 \delta W - 4b \gamma_1 \delta \mu - \delta r \delta \mu. \]  

(16c)

where product terms in the deviations have been neglected. The characteristic equation is

\[ \mu + (\beta + \gamma_1 + \gamma_2) \lambda^2 + (\beta + \gamma_1 + 3 \gamma_2) \lambda. \]

All coefficients are positive, and $\lambda > 0$ unless $3 \gamma_2 > (\beta + \gamma_1)^2$.

Similar results are obtained for the relative phase $\phi$ and the characteristic equation.

For the phases we have on line and time $t$, the solution is

\[ \phi = \phi_0 + \delta \phi, \]

(17)

\[ \theta = \theta_0 + \delta \theta. \]

(18)

The relative phase $\phi$ is the maser frequency but the phase itself is unstable, and it shifts if the maser frequency $\omega$ is not a constant.

We now investigate the stability of the oscillating steady-state solution when the system is tuned. To do this, we linearize Eqs. (7) about their steady state in Eqs. (15). We abbreviate the steady-state value of $r$ by $r_s$, and define

\[ r = r_s + \delta r, \]

\[ \mu = (\beta / b) r_s + \delta \mu, \]

and

\[ W = (\beta \gamma_2 / b^2) + \delta W. \]

(16)

The amplitude deviations satisfy

\[ \delta r = -\beta \delta r + b \delta \mu, \]  

(16a)

\[ \delta \mu = -\gamma_1 \delta \mu + (\beta \gamma_2 / b) \delta r + b \delta W, \]  

(16b)

and

\[ \delta W = -\gamma_1 \delta W - 4b \gamma_1 \delta \mu - \delta r \delta \mu. \]  

(16c)

where product terms in the deviations have been neglected. The characteristic equation is

\[ \mu + (\beta + \gamma_1 + \gamma_2) \lambda^2 + (\beta + \gamma_1 + 3 \gamma_2) \lambda. \]

All coefficients are positive, and $\lambda > 0$ unless $3 \gamma_2 > (\beta + \gamma_1)^2$.

Similar results are obtained for the relative phase $\phi$ and the characteristic equation.

For the phases we have on line and time $t$, the solution is

\[ \phi = \phi_0 + \delta \phi, \]

(17)

\[ \theta = \theta_0 + \delta \theta. \]

(18)

The relative phase $\phi$ is the maser frequency but the phase itself is unstable, and it shifts if the maser frequency $\omega$ is not a constant. The system moves to the steady

\[ \mu + (\beta + \gamma_1 + \gamma_2) \lambda^2 + (\beta + \gamma_1 + 3 \gamma_2) \lambda. \]

All coefficients are positive, and $\lambda > 0$ unless $3 \gamma_2 > (\beta + \gamma_1)^2$.

Similar results are obtained for the relative phase $\phi$ and the characteristic equation.

For the phases we have on line and time $t$, the solution is

\[ \phi = \phi_0 + \delta \phi, \]

(17)

\[ \theta = \theta_0 + \delta \theta. \]

(18)
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\[ \gamma_z/ \beta \delta r + b r \delta \phi W, \]

(16b)

\[ 3 r \delta \beta - 4 b r \delta \mu, \]
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he deviations have been neglected. The characteristic equation for this system is

\[ \lambda + (\beta + \gamma_1 + \gamma_z)^2 \lambda^2 + (\beta + \gamma_1 + \gamma_z + 4b \gamma_z^2) \lambda \]

\[ + 8b \beta \gamma_z \lambda = 0. \]

All coefficients are positive, hence the condition for stability is that the product of the first and second coefficients is greater than the third. We replace \( \beta \) by \( \gamma_z/ (z - 1) \) to reduce this condition to

\[ (\beta + \gamma_1 + \gamma_z) \beta > (\beta - \gamma_1 - \gamma_z) \gamma_z. \]

Steady-state maser oscillation is, therefore, always stable unless \( \beta > (\gamma_1 + \gamma_z) \) and

\[ z > \frac{\beta (\beta + \gamma_1 + \gamma_z)}{\gamma_z (\beta - \gamma_1 - \gamma_z)}. \]

Similar results are obtained for a detuned system, but the characteristic equation is fourth order. These conditions for instability are rarely met in practice.

For the phases we use Eqs. 15 in Eqs. (7d) and (7e) on time and linearize to find:

\[ \phi = -(\beta + \gamma_z) \phi \]

(16d)

and

\[ \theta = -\beta \phi. \]

(16e)

The relative phase \( \phi \) damps to zero, so is stable. The maser frequency \( \omega - \theta \) is therefore also stable, but the phase itself does not return to any fixed value, but remains wherever it started, except that it shifts if \( \phi \) is disturbed. This sort of neutral equilibrium is associated with a zero root of the characteristic equation for the pair (16d) and (16e), and results in a different type of low-frequency response to noise sources, as discussed in Sec. V.

So far we have found two steady-state solutions for our maser Eqs. (6) and investigated their stability. Since the equations, though nonlinear, are relatively simple, we might guess that the qualitative behavior contains no new features. That is, when below threshold the system decays to the nonoscillating steady state regardless of the initial conditions. When above threshold, the system moves to the oscillating steady state. This guess is supported by studying the signs of the derivatives in Eqs. (7). For any initial values the system eventually, if not immediately, turns toward the steady state. Numerical solutions

FIG. 1. (a) Buildup of maser oscillation intensity for \( \beta = \gamma_1 = \gamma_z = 1, z = 2. \) Initial value of the normalized intensity \( x \) was 0.01. (b) Decay of maser oscillation intensity for \( \beta = \gamma_1 = \gamma_z = 1, z = 0.5. \) Initial conditions corresponded to steady state oscillation at \( z = 5. \)

III. PARTICULAR CASES

Although many restrictive assumptions were made in the formulation of this theory, the relative magnitudes of the relaxation rates are still arbitrary. In most physical systems, however, relaxation rates differ by orders of magnitude. In such cases, the dynamic behavior is largely controlled by the slower relaxation rates. The faster relaxations damp their variables so that they adiabatically follow the slower variables. Some of the variables can then be eliminated, yielding simpler equations of motion. Following Tang, 23 we discuss two cases.

A. Hydrogen Maser

For the hydrogen maser, 24 \( \gamma_1 \) and \( \gamma_z \) are typically of the order of 3 sec⁻¹, while \( \beta \) is of the order 10⁶ sec⁻¹. Therefore, \( \beta \gg \gamma_1, \gamma_z \) and Eq. (6a) relaxes


24 D. Kleppner, H. M. Goldenberg, and N. F. Ramsey, Phys. Rev. 126, 603 (1962). The value 0.3 for \( \gamma \) is a misprint.
much faster than the other two, until $\dot{A}$ is small compared to $\beta A$ and can be neglected. We then have (on tune)

$$\beta A = -i\beta M, \tag{17}$$

As $M$ evolves at a characteristic rate $\gamma_3$, $A$ will adiabatically follow it. The relation (17) is maintained since $A$ will be only of order $\gamma_3 A$, small as compared to $\beta A$.

Equation (17) expresses Anderson's "reaction field" principle\(^{25}\) that the field is instantaneously generated by the polarization present.

Using Eq. (17) to eliminate $M$, we obtain the dynamic equations for the tuned hydrogen maser:

$$\dot{A} = \left(-\gamma_1 + \beta W_0/\beta\right)A$$

and

$$\dot{M} = I - \gamma_1 W_0 - i\alpha A\gamma_1 A\tag{18},$$

which essentially are in agreement with Anderson\(^{25}\) and Audoin.\(^{26}\) For those who prefer second-order equations in one variable, we have ($r = \cos \theta$)

$$\left(\frac{\dot{r}}{r} + \gamma_1 r\right) + \gamma_1 r(1 - z) + \gamma_1 r^2 - \beta^2 r^2 = 0.$$

The term $\dot{r}/r$ is innocuous since $\dot{r}$ goes to zero whenever $r$ does. It can be linearized by the change of variables $r = \cos \theta$. The $r^2$ term is the real nonlinearity.

The steady-state solutions of Eqs. (18) are the same as those of the preceding section. The frequency from Eq. (10) can be approximated by

$$\omega = \omega_0 + \frac{\gamma_1}{2}(\omega_0 - \omega).$$

Since $\gamma_1/\beta$ is very small, the cavity tuning has a small effect on the maser frequency, a useful feature for frequency standards applications.

A stability analysis of the oscillating steady state for Eqs. (18) leads to the second-order characteristic equation

$$\lambda^2 + \gamma_1 \lambda + 2 \gamma_1 \gamma_2 (z - 1) = 0,$$

with the solution

$$\lambda = -\frac{\gamma_1}{2} \pm \frac{1}{2} \sqrt{\left(\gamma_1(\gamma_1 + 2\gamma_2 - 2\gamma_2 z)\right)^2}.$$

For $z < 1 + \gamma_1/2\gamma_2$ both roots are real and negative, so the maser amplitude comes in smoothly to its steady state as in Fig. 2(a). For $z > 1 + \gamma_1/2\gamma_2$ the amplitude oscillates about its equilibrium value before settling down as in Fig. 2(b). These two different behaviors were discovered by Grasuk and Orneveskii.\(^{27}\) The initial overshoot (if any) of the maser is a qualitative measure of how far above threshold it is.

By defining a normalized intensity $x = 4\beta^2/\gamma_2$, population inversion $n = \beta W_0/\gamma_2$, and time $\tau = \gamma_1 t$, we reduce Eqs. (18) to the simpler form

$$\frac{dx}{d\tau} = (2\gamma_2/\gamma_1) x (n - 1),$$

and

$$\frac{dn}{d\tau} = z - n - x. \tag{19}$$

These equations were integrated numerically to obtain Fig. 2.

For the hydrogen maser the thermal-equilibrium populations at room temperature are almost equal, so thermal relaxation tends to drive $W_0$ to zero. The source term $I$ can then be directly interpreted as the number of atoms per second in the upper state being supplied to the maser cavity by the atomic beam and state selector. Also, the assumption of a single cavity dependence is exceed maser. However, its pleated, owing to the relaxation, which depends on the maser. $W$ coming flux of atoms on $I$. The steady-state dependence has been

B. Sol.

In solid-state laser $\gamma_3 > \gamma_1$, i.e., the power from the field or pump case, the $M$ equatio adiabatic condition condition to remove leaving

$$\dot{A} = -\beta A$$

and

$$\dot{M} = I - \gamma_1$$

as the dynamic equa and $\alpha = 2\beta$ as the so-called rate equa. The laser dynamics\(^{25}\):

$$\dot{A} = -$$

and

$$\dot{M} = I$$

Although rate equat directly from physics emphasize that the always implicit in the but no information Eqs. (20) do, so they phenomena. On the incoherent as well have a spontaneous added.

To make a corr mon form of the ra

---


\(^{27}\) For example, P. Phys. Rev. 134, 956 (1963).


ions of a single cavity mode and no spatial dependence are exceedingly good for the hydrogen maser. However, its behavior is somewhat complicated, owing to the presence of spin-exchange relaxation, which depends on the density of atoms inside the maser. With $I$ interpreted as the incoming flux of atoms, $\gamma_1$ and $\gamma_2$ become dependent on $I$. The steady-state solution including this dependence has been given by Kleppner et al.\textsuperscript{28}

**B. Solid-State Laser**

In solid-state lasers, we will usually have $\gamma_1 \gg \gamma_2$, i.e., the polarization relaxes much faster than the field or population difference. For this case, the $M$ equation (on tune) will relax to an adiabatic condition $\gamma_2 I = \beta W A$. We now use this condition to remove $M$ from Eqs. (6a) and (6c) leaving

\[
\dot{A} = -\beta A + (\beta^2 / \gamma_2) W A
\]

and

\[
\dot{W} = I - \gamma_1 W - (\beta^2 / \gamma_2) W A \alpha A,
\]  \hspace{1cm} (20)

as the dynamic equations for the laser. If we let $\alpha = A^2 \alpha$ and $\alpha = 2\beta / \gamma_1$, Eqs. (20) become the so-called rate equations long used for describing laser dynamics\textsuperscript{30}:

\[
\dot{A} = -2\beta A + \alpha W A
\]

and

\[
\dot{W} = I - \gamma_1 W - 2\alpha W A \alpha A.\]  \hspace{1cm} (21)

Although rate equations are usually written down directly from physical arguments, we wish to emphasize that the assumption of large $\gamma_2$ is always implicit in their use. Rate equations contain no information on the phase of the field, as Eqs. (20) do, so they cannot be used to study some phenomena. On the other hand they are valid for incoherent as well as coherent radiation and can have a spontaneous emission source term explicitly added.

To make a correspondence with another common form of the rate equations,\textsuperscript{30} we write $W$ in terms of the population of the individual states:

$W = N_2 - N_1$, where $N_2 + N_1 = N = \text{const}$. We also write $I = (p - \kappa) N$ and $\gamma_1 = p + \kappa$ to obtain

\[
\dot{n} = -(\alpha / Q) n + \alpha (N_2 - N_1) n,
\]

\[
\dot{N}_2 = p N_1 - \kappa N_2 - \alpha (N_2 - N_1) n,
\]

and

\[
\dot{N}_1 = -p N_1 + \kappa N_2 + \alpha (N_2 - N_1) n. \]  \hspace{1cm} (22)

These equations are mathematically equivalent to Eqs. (21) since we have merely changed notation. However, in the laser case the parameters $p$ and $\kappa$ may be more readily interpretable physically than $I$ and $\gamma_1$. When $p$ is zero, $N_2$ decays to zero and all the atoms are in the lower state, the usual thermal distribution at optical frequencies. The parameter $\kappa$ is then the decay rate of the upper state. Similarly, $p$ is the pumping rate removing atoms from the ground state and putting them in the excited state.

We can still use the results of Sec. II for the solution of Eqs. (22) by merely changing notation. For example, the steady-state solutions on tune corresponding to Eqs. (13) and (14) are

\[
W = 23/\alpha
\]

and

\[
n = p \left( N \beta \frac{1}{2a_\beta} - \frac{1}{a_\beta} \right) - \kappa \left( N \alpha \frac{1}{2a_\alpha} + \frac{1}{a_\alpha} \right).\]

For fixed $N$, the output power still increases linearly with the pumping $p$. However, the threshold condition for oscillation $n > 0$ now appears to have two parts, one for the number of atoms present $N > 23/\alpha$, and one for the pumping rate $p > \kappa (a N + 23) / (a N - 23)$. In the hydrogen maser we had only a condition on the pumping $I$, since the number of active atoms $N = I / \gamma_1$ was not considered an independent variable.

If we define $x = 2a_n / \gamma_1, v = (\alpha / 2\beta) W, z = a I / 2 a_\beta, \tau = \gamma_1 t$ [the same definitions used to produce Eqs. (19)], Eqs. (21) become

\[
\frac{dx}{dt} = (2\beta / \gamma_1) x (v - 1)
\]

and

\[
\frac{dv}{dt} = z - v - x. \]  \hspace{1cm} (23)

These equations differ from Eqs. (19) only in the name of a constant ($\beta$ instead of $\gamma_2$) and the term $ax$ instead of $x$ in the second equation. They have the same steady-state solutions $x = 0, v = z$, or
\[ x = z - 1, v = 1, \] and the same qualitative behavior as in Fig. 2. However, the characteristic equation for stability of the oscillating steady state is

\[ X^2 + \gamma_1 X + 2 \gamma_1 (z - 1) = 0. \]

The laser amplitude approaches steady state without oscillating not only close to threshold as the maser does, but also for very large \( z \).

In the ruby laser, we also have \( \beta \gg \gamma_1 \). Equations (23) then exhibit an interesting behavior called spiking. Suppose, initially, \( v < 1 \) and \( z \) is small. Then, \( dx/dt \) is positive and \( z \) increases. Since \( \beta/\gamma_1 \) is large, \( x \) increases very rapidly while \( v \) changes very little. Eventually, \( x \) becomes large enough (of the order \( \beta/\gamma_1 \), much larger than its steady-state value) to make \( dx/dt \) as large (negative) as \( dx/dt \). Then \( v \) drops rapidly below unity. This reverses the sign of \( dx/dt \), so that now \( x \) decays just as rapidly as it built up. When \( x \) again becomes small, \( dx/dt \) is positive, and the pump \( v \) slowly builds \( v \) up again until it exceeds unity and the process repeats. The time between spikes is much greater than the duration of an individual spike. Succeeding spikes are not as high; the whole process eventually damps down to the steady state (see Fig. 3). Sokolov and Zubarev have carried the numerical integration over more than 50 peaks and also report an experimental observation in qualitative agreement.

The so-called giant pulse of a Q-switched ruby laser can also be described by Eqs. (23). In this mode of operation, \( \beta \) is kept large enough to keep the system below threshold until the pump (pulsed) has built up a substantial inversion. Then the value of \( \beta \) is suddenly reduced. The system finds itself far above threshold and emits one of the spikes just described. The pumping is usually not maintained long enough to produce more than one spike.

To describe many laser phenomena, our equations must be generalized. The simplest and most common generalization is to three- or even four-state atoms. In the case of a ruby laser, the pump excites atoms from the ground state to a third state which then decays to the upper lasing state. If this decay is rapid as compared to the dynamics of the laser action, a two-state description is still adequate, since no appreciable number of atoms accumulates in the third state. However, in some laser systems, the lower lasing state is not the ground state and both lasing states can decay to the ground state (at different rates). In such cases, the atomic relaxation and threshold conditions can be quite different from those presented here.

Other laser phenomena, such as random spiking and mode locking, require the inclusion of several modes of the optical cavity in the equations. The spatial dependence of these modes and of the population inversion must often be considered, too. Also, atoms in solids and plasmas usually do not all have the same resonance frequency (homogeneous broadening). The latter is especially true of gas lasers where the Doppler linewidth exceeds the relaxation linewidth \( \gamma_0 \).

**IV. COHERENT INPUT**

We now consider the behavior of a maser when an external field source is introduced which drives the cavity at frequency \( \omega_1 \). Such a source can be simulated by adding a term \( \beta_0 \exp[i(\omega - \omega_1 t)] \) to Eq. (6a). In the absence of atoms, this equation then has the solution

\[ A = \beta_0 \exp[i(\omega - \omega_1 t)]/[\beta + i(\omega - \omega_1)]. \]

i.e., there is a signal in the cavity at frequency \( \omega_1 \) with amplitude \( \beta_0 \) on top of the external source cn contribution of the terms \( \beta_0 \exp[i(\omega - \omega_1 t)] \). The maser cannot emit these frequencies without \( \gamma_0 \) being exceeded. In addition, the external signal \( \omega \) is absorbed by the cavity even at a threshold.

If the external signal is small compared to the maser signal, the equation becomes

\[ M = \beta_0 \exp[i(\omega - \omega_1)] + i\beta_0 \exp[i(\omega - \omega_1)]. \]

On the other hand, if the maser is on the threshold, \( \beta_0 \) is the maser gain and the regular maser with \( \gamma_0 \) is an amplification of the input signal. The equation then becomes

\[ M = \beta_0 \exp[i(\omega - \omega_1)]. \]

In the case of a gas laser, the atoms in the laser medium do not all have the same resonance frequency (homogeneous broadening). The latter is especially true of gas lasers where the Doppler linewidth exceeds the relaxation linewidth \( \gamma_0 \).

The amplifier has a sin wave with a width \( 2\gamma_0 \) (bandwidth, but not the same as \( \gamma_0 \)). For \( \beta_0 \gg \gamma_0 \), \( \omega \), the maser signal is not bandwidth of the maser state solution of Eqs. (2) only at the two species \( \gamma_0 \gg \beta_0 \), \( \omega - \omega_0 \), we have

\[ G = \beta_0 \exp[i(\omega - \omega_1)], \]

which is the external signal not bandwidth of the maser state solution of Eqs. (2) only at the two species \( \gamma_0 \gg \beta_0 \), \( \omega - \omega_0 \), we have
with amplitude $r_0$ on time. In the Hamiltonian (1) the external source can be represented by adding the terms $i\hbar \beta \exp(-i\omega t)\gamma + \alpha \exp(i\omega t)\gamma$.

If the external signal is strong as compared to the field generated by the atoms, we can ignore $H$ in the $A$ equation. Then $A$ becomes a prescribed signal in the $H$ and $\Omega$ equations. The latter are just the Bloch equations whose solutions have been adequately treated elsewhere.\(^{17}\)

Consider now a very weak external signal with the maser below threshold. Any oscillation present will be due to the external signal, so we can take $\omega = \omega_0$. As in Sec. II, we make the small signal linearizing approximation that $H = \beta \gamma z / b^2$ is constant. We then have

$$i = -\beta A + i(\omega - \omega_0) A - i\hbar M + \beta \theta_0,$$

and

$$\dot{M} = -\gamma z M + i(\omega - \omega_0) M + i(\beta \gamma z / b) A.$$  (24)

On these have the steady-state solution

$$M = i(\beta \gamma z / b) A,$$

and

$$A = r_0 / (1 - \epsilon),$$

gable for $\epsilon < 1$. The maser acts as an amplifier of the external signal with an amplitude gain $(1 - \epsilon)^{-1}$. For a large gain, the pumping must be held close to threshold. The gain does not become infinite as $\epsilon$ approaches one, since the approximation of constant $H$ breaks down first.

By considering the cavity on time $\omega_0 - \omega_0$, but the external signal not, we can determine the bandwidth of the maser amplifier from the steady-state solution of Eqs. (24). For simplicity, we look only at the two special cases of Sec. III. For $\gamma \gg \beta$, $(\omega - \omega_0)$, we have $A = G r_0$ with

$$G = \beta \gamma (\beta \gamma z + (\omega - \omega_0))^{-1}.$$  (25)

The amplifier has a simple Lorentzian passband with a width $2 / (1 - \epsilon)$. For $\gamma > \beta$, $(\omega - \omega_0)$ the gain is

$$G = \beta \gamma (\beta \gamma z + (\omega - \omega_0))^{-1}.$$  (26)

The maser frequency is $\omega = \omega - \omega_0$, the same as that of the external signal. In this condition, we say that the maser is phase locked to the external signal. Since the sine function is bounded, we see from Eq. (26) that this solution can exist only if

$$|\Delta \omega| < \gamma \gamma (\beta + \gamma z)^{-1} (r_0 / \gamma).$$  (27)

This condition for phase locking was found for the...
maser case $\delta >> \gamma_2$ in an early paper by Oreavskii. The corresponding result for the laser case $\gamma_2 >> \delta$ has been derived more recently. Equation (25) can be integrated in terms of elementary functions and the full dynamics of the phase followed for either the locked or unlocked condition. The behavior is identical with that found by Adler for an electronic oscillator.

V. STOCHASTIC INPUT

In Sec. I we mentioned that dissipative processes are always accompanied by noise sources. We now illustrate the effect of such sources by considering thermal noise associated with the cavity losses. We use the so-called Langevin method in which a stochastic driving force is added to the equation of motion along with the damping term. Assuming the stochastic force is small, the equations are linearized and solved for the stochastic part of the maser variables. We can then ensemble average to find the mean fluctuations, or their spectrum.

We should, perhaps, mention that the noise theory presented here is a classical one. Senitzky, Lax, and Haken have used a quantum mechanical noise theory in which the stochastic driving force is an operator added to the operator equation of motion. By including such noise operators for the atoms as well as the field, they are then able to find the effects of spontaneous emission noise as well as cavity thermal noise. We have chosen to consider only the thermal noise here since it can be adequately treated by classical noise theory.

We add to Eq. (6a) the term $\bar{\delta}(t)$, where $\bar{\delta}$ is a complex-valued stochastic function. For

\[ \bar{\delta}(t) = \frac{\bar{\delta}}{2} \text{Re}[\bar{\delta}(t)] + i \frac{\bar{\delta}}{2} \text{Im}[\bar{\delta}(t)] \]

We Fourier transform $\bar{\delta}$ to $g(\omega)$:

\[ g(\omega) = \frac{\bar{\delta}}{2\pi} \int d\tau e^{-i\omega \tau} \]

The spectral density $|g(\omega)|^2$ is the mean number of photons in the cavity at frequency $\omega$. If all the atomic lines are present, we set $\omega = \omega_0$ and have simply

\[ \bar{A} = -\bar{\delta}A + \bar{\delta} \]

To obtain the spectral density for $A$, the Fourier transform technique is convenient. Letting $\tilde{A} = \bar{A}$, we find

\[ \omega_0 \tilde{A} = -\bar{\delta} \tilde{A} + \bar{\delta} \]

or

\[ \tilde{A} = \frac{\bar{\delta}}{\bar{\delta}^2 + \omega_0^2} \bar{\delta} \]

The coefficient of $\bar{\delta}$ is the transfer function for the differential equation. The spectral density of $A$ is just the absolute square of the system function times the spectral density of $\bar{\delta}$:

\[ S_A(\omega) = 2\pi \delta(\omega - \omega_0) \]

This is the Lorentzian expression for the cavity passband. Remember that $\omega_0$ has been factored from $A$, so the Fourier frequency $\omega$ is measured relative to the cavity frequency $\omega_0$. The total number of photons present is the integral of the spectral density:

\[ \int \frac{S_A(\omega)d\omega}{2\pi} = \bar{n} \]

This integral verifies our choice of constants in the spectral density of $\bar{\delta}$.

Consider now atoms present, but the system below threshold ($\gamma_2 >> \bar{\delta} \omega_0$). How do the atoms affect the thermal noise of the cavity? Assuming the signals are small enough so that $W$ is constant, we have from Eqs. (6a) and (6b) on time:

\[ \tilde{A} = -\alpha \tilde{A} - i\beta M + \bar{\delta} \]

and

\[ M = -\gamma_2 M + \bar{\delta}(\beta \gamma_2 \bar{\delta} + i \alpha) \]

This result verifies our choice of constants in the spectral density of $\bar{\delta}$.
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\[ \tilde{A} = -\alpha \tilde{A} - i\beta M + \bar{\delta} \]

and

\[ M = -\gamma_2 M + \bar{\delta}(\beta \gamma_2 \bar{\delta} + i \alpha) \]

This result verifies our choice of constants in the spectral density of $\bar{\delta}$.
We Fourier transform these equations and solve for $\Delta = g(\omega)^{\frac{1}{2}}$:

$$g(\omega) = \Delta (\gamma_2 + i\omega)/[(\beta + i\omega)(\gamma_2 + i\omega) - \beta \gamma_2 \omega].$$

The spectral density of $\Delta$ is then $S_\Delta(\omega) = g(\omega)^{\frac{1}{2}} S_f(\omega)$. When $\omega$ is small, $g(\omega) \approx (1 - z)^{-1}$. Frequencies very close to the atom frequency are amplified. Frequencies outside the passband of the cavity are attenuated. In fact, $g(\omega)$ is the same function as the $G$ used in Sec. IV to describe the response to a coherent input signal, and the special cases given there are applicable.

The integral of $|g(\omega)|^2$ can be carried out to give the total number of photons present:

$$n = \frac{[\gamma_2 + \beta - \beta z]/(1 - z)(\beta + \gamma_2)]^2}{\beta^2 + \omega^2}.$$

For $\gamma_2 \gg \beta$, the number of thermal photons is amplified:

$$n = \frac{n}{(1 - z)^{-1}}.\quad (29)$$

Note that the energy of a tuned coherent signal is amplified by $(1 - z)^{-2}$, so having the thermal energy distributed throughout the cavity linewidth reduces the overall amplification. For $\beta \gg \gamma_2$, we have

$$n = \frac{[1 + (\gamma_2/\beta)z/(1 - z)]^2}{\beta^2 + \omega^2}.$$

In this case, only the thermal energy within the atomic linewidth is amplified.

Finally, we consider the tuned maser to be oscillating. We separate $f = f_1 + i f_2$ into real and imaginary parts and use Eqs. (7). Linearizing about the steady state (15), we obtain two sets of equations, one for the amplitudes and one for the phases. The amplitude equations are the same as Eqs. (16) except the term $2f_1$ is added to the $\phi$ equation. The spectral density of the amplitude obtained from these equations is algebraically complex. A representative case appropriate to the hydrogen maser is plotted in Fig. 4. At high frequencies, we have just the cavity line shape. The peak at $\omega = 7.4$ corresponds to the frequency of the relaxation oscillations undergone by the amplitude while approaching the steady state. The position of this peak and the noise level at low frequencies depend on $z$.

For the phase variables (assumed small), we have the equations

$$\theta = -\beta \phi + \beta f_1/r,$$

and

$$\phi = -\phi + \beta f_2 r + \beta f_2 r.$$  

If we proceed as before, we would obtain for the spectral density of the phase:

$$S_\phi(\omega) = \beta(\gamma_2 + i\omega)/[\beta + \gamma_2 + i\omega] n, \quad (29)$$

where the spectral density for $f_1$ has been taken as half of that for $f$. Now Eq. (29) diverges for small $\omega$, so that

$$\langle \phi^2 \rangle = \int \frac{S_\phi(\omega) d\omega}{2\pi}$$

does not exist. Small $\omega$ corresponds to a large time solution of Eq. (28). We can solve for $\theta$ at large times directly by assuming $\phi$ has relaxed to its steady state $\beta f_1/(\beta + \gamma_2) r$. We substitute in the $\theta$ equation and integrate with $\theta = 0$ at $t = 0$:

$$\theta = \phi + \beta f_1(\beta + \gamma_2)^{-1} \int_0^t f_1(t') dt'.$$

Then the ensemble average of $\phi^2$ is:

$$\langle \phi^2 \rangle = \beta^2 \gamma_2/(\beta + \gamma_2)^2 \int_0^t dt' \int_0^t dt'' f_1(t') f_1(t'') + \text{c.c.}.$$  

or using the delta function correlation for $f_1$:

$$\langle \phi^2 \rangle = \beta^2 \gamma_2/(\beta + \gamma_2)^2 \langle n/n \rangle t. \quad (30)$$

Hence, the phase fluctuations are not a stationary process. This particular type of behavior is well known from the theory of Brownian motion\(^8\) as well as the theory of electronic oscillators, and is often referred to as a random walk of phase. We can deduce from Eq. (30) the fluctuations in frequency of a maser that would be inferred from measurements of its phase over a time $t$ by using

---

Fig. 4. Spectral density of amplitude fluctuations caused by thermal noise in a hydrogen maser with $\beta = 10^9$, $\gamma_2 = n = 3$, and $z = 4$. Unity on the vertical scale corresponds to the thermal value $\Delta T$ for the power spectral density.
\((\Delta \omega)^2 = \langle \delta^2 \rangle / \gamma^2\). For the maser case of large \(\beta\), we obtain the relative frequency stability

\[
\langle (\Delta \omega)^2 \rangle^{1/2} / \omega = (\gamma / \omega) \left( \frac{n_0}{n} \right) \beta^{1/2},
\]

\(Q_1 = \omega / 2 \gamma\) is the "Q" of the atoms and \(P = 2 \beta \hbar\nu_a\) is the total power output absorbed by the cavity losses. This agrees with Blaquiere\(^{23}\) and (within a factor 2\(\pi\)) with Ramsey’s result for the hydrogen maser.\(^{24,41}\)

Alternatively, if we assume that the stochastic variable \(\theta\) has a Gaussian distribution, we have

\[
\langle e^{i\theta} \rangle = \exp[-1/2 \langle \delta^2 \rangle] = \exp[-\Delta \nu t],
\]

where \(\Delta \nu\) is the “optical” linewidth\(^2\) of the maser oscillator that would be measured by an ideal spectrum analyzer after an arbitrarily long time. This linewidth is, from Eq. (30),

\[
\Delta \nu = \left[ \frac{\hbar \gamma r / (\beta + \gamma)^2}{\hbar / n} \right],
\]

which agrees with the results of others\(^{20,21}\) for the thermal contribution. When \(n \gg 1\), as it is for the hydrogen maser, this is the dominant contribution to the linewidth. When \(n \ll 1\), as it is for lasers, the contribution from spontaneous emission noise is more important.

VI. SUMMARY

In the preceding, we have presented an elementary derivation of the dynamical equations for a simple maser model starting from a quantum-mechanical Hamiltonian. We have indicated how various types of solutions can be found and their physical significance. Many other aspects, such as spontaneous emission noise, the maser amplitude near threshold when driven by an external signal, and off-tune behavior, can be worked out using the techniques illustrated. Generalizations to many levels, many modes, spatial dependence, and inhomogeneous broadening are straightforward, but more involved.

APPENDIX

We wish to relate the second-order semiclassical equations of others with our first-order Eq. (6).

---

\(^{23}\) The missing factor of 2\(\pi\) has been found by L. Cutler, Ph.D. thesis, Stanford University, 1966.

---

For definiteness, we start with the equations of Davis\(^{18}\):

\[
\dot{P} + (\omega_{e}/Q) \dot{P} + \omega_{e}^2 P = -e^{-1} \dot{P}^2, \tag{A1}
\]

\[
\dot{\tilde{P}} + (\omega_{a}/T_2) \dot{\tilde{P}} + \omega_{a}^2 \tilde{P} = -I^2 W^* E, \tag{A2}
\]

\[
\tilde{W} + (W' - W^*) / T_1 = \tilde{P} E. \tag{A3}
\]

We have written \(E\) in Eq. (A1) where Davis uses the mode amplitude \(n\), since we use only one mode and assume that the spatial dependence has been factored out. We also added a prime to Davis’ \(W\) to distinguish it from ours. Equation (A1) comes from Maxwell’s equations. Equations (A2) and (A3) are derived from the Schrödinger equation for a two-level atom. The relaxation terms are introduced phenomenologically.

The electric field is related to the creation and annihilation operators by

\[
E = \langle \hbar \omega_e / 2 \nu_a \rangle^{1/2} \langle \sigma^+ \rangle.
\]

From Davis’ definition, we can identify \(P\) and \(W^*\) as

\[
P = (\mu / V) \sum_i \langle \sigma_i^+ \rangle
\]

and

\[
W^* = (\hbar \omega_e / 2 \nu_a) \sum_i \langle \sigma_i^- \rangle.
\]

where \(\mu\) is the dipole moment of the atom and \(V\) is the volume of the system. Recalling the definitions (4) of our macroscopic variables and that \(\sigma = \sigma^+ + \sigma^\dagger\), we can relate Davis’ variables to ours:

\[
E = \langle \hbar \omega_e / 2 \nu_a \rangle^{1/2} \langle M e^{ix_{e}} + M^* e^{-ix_{e}} \rangle. \tag{A4}
\]

\[
P = (\mu / V) \langle M e^{ix_{e}} + M^* e^{-ix_{e}} \rangle. \tag{A5}
\]

\[
W^* = (\hbar \omega_e / 2 \nu_a) \langle M e^{ix_{a}} + M^* e^{-ix_{a}} \rangle. \tag{A6}
\]

Before substituting these relations back into Davis’ equations, we must compute some derivatives. For example, we find that

\[
P = (\mu / V) \left( -i \omega M e^{-ix_{e}} + i \omega M^* e^{ix_{e}} + M e^{ix_{a}} + M^* e^{-ix_{a}} \right).
\]

We originally defined \(M\) with the idea that it would be a slowly varying function of time as compared to \(e^{ix_{e}}\), that is, \(M \ll \omega M\). Accordingly, we neglect the last two terms in the expression for \(P\) and substitute the first two, along with Eqs. (A4)
and (A6) into (A3):
\[
\left( \frac{\hbar}{\gamma} \right) \left( \frac{W^+}{T_1} + \frac{W^0}{T_1} \right) = \left( \frac{\mu}{V} \right) \left( -i\omega M e^{-i\omega t} + i\omega M e^{i\omega t} \right)
\]
\[
\times \left( \frac{\hbar}{2\gamma} \right)^{1/2} \left( A e^{-i\omega t} + A^* e^{i\omega t} \right).
\]

We define \( I = 2 V W^+/\hbar\omega T_1 \) and \( \gamma = T_1^{-1} \) on the left, use \( \omega \approx \omega_n \) and expand the right side:
\[
I + \gamma W - I = 2i(\mu/\hbar) (\omega_n/2\gamma)^{1/2} \times \left( \frac{\hbar}{\gamma} \right)^{1/2} \left( A e^{-i\omega t} + A^* e^{i\omega t} \right).
\]

Now, the last two terms are rapidly oscillating as compared to the others. If we imagine averaging this equation over a few cycles of \( e^{i\omega t} \), the last two terms drop out, while the others are hardly affected. Equation (A7) then becomes identifiable with Eq. (6d) if we take for the coupling constant
\[
b = - \left( \mu/\hbar \right) \left( \omega_n/2\gamma \right)^{1/2}.
\]

Dropping the last two terms of Eq. (A7) is equivalent to rotating the field approximation, but if we had not made the rotating field approximation in the Hamiltonian (1), Eq. (6c) would have come out like Eq. (A7).

To find Eq. (6a) from Eq. (A1), we must compute second derivatives. On the right, we can use \( P = -i\hbar \partial / \partial t \), neglecting the derivatives of \( M \). On the left, the term \( \omega^2 E \) almost cancels the leading term of the second derivative, so a better approximation must be used:
\[
\dot{E} = \frac{i}{\omega} \left( \frac{\hbar}{2\gamma} V^2 \right)^{1/2} \times \left( \frac{\hbar}{\gamma} \right)^{1/2} \left( -\omega^2 A e^{-i\omega t} - 2i\omega A e^{-2i\omega t} + 2i\omega A e^{-i\omega t} \right).
\]

Here, we have dropped only the terms in the second derivative of \( A \). We can use just the leading term in the first derivative of \( E \) since we assume \( Q \)

is large. This assumption is necessary to make the phenomenological introduction of the relaxation terms in the second-order equations equivalent to their introduction in first order equations.

With these approximations and \( \omega_c/Q = 2\gamma \), Eq. (A1) becomes
\[
\left( \frac{\hbar}{2\gamma} V^2 \right)^{1/2} \left( -\omega^2 A e^{-i\omega t} - 2\omega A e^{-i\omega t} - 2\omega A e^{i\omega t} \right)
\]
\[
\times \left( \frac{\hbar}{\gamma} \right)^{1/2} \left( A e^{-i\omega t} + A^* e^{i\omega t} \right).
\]

If \( A \) and \( M \) are slowly varying, no term containing \( e^{i\omega t} \) can cancel against one containing \( e^{-i\omega t} \), so we equate the coefficients of these two types of terms separately. For the \( e^{i\omega t} \) terms, we have
\[
(\hbar\omega_c/2\gamma)^{1/2} \left[ -\omega^2 A - 2i\omega A - 2i\omega A + \omega^2 A \right] = \epsilon V (\mu/\hbar) \omega^2 M.
\]

For the \( e^{-i\omega t} \) terms, we have the complex-conjugate equation. Since \( \omega_c \approx \omega_n \), we can ignore their distinction in the constants and also use \( \omega^2 - \omega = (\omega + \omega_n) \approx 2\omega (\omega_n - \omega) \) on the right. Then Eq. (A9) becomes
\[
2\omega (\omega_n - \omega) A = 2i\omega (A + \beta A)
\]
\[
= (\mu/\hbar) \left( \frac{\hbar}{2\gamma} \omega^2 V^2 \right)^{1/2} \omega A M.
\]

Dividing by \(-2i\omega\) and inserting Eq. (A8), we wind up with Eq. (6a),
\[
\dot{A} = -\beta A + i(\omega - \omega_n) A - ib M.
\]

Equation (8b) follows from Eq. (A2) in a similar fashion.

The reduction of the semiclassical Eqs. (A1)–(A3) to Eqs. (6) required the rotating-field approximation, large \( Q \)'s, closeness to resonance, and some labor. The automatic appearance of first-order equations with only the one constant \( b \) appearing in the coupling is an advantage of the derivation from the quantum-mechanical Hamiltonian.