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a wide variety of molecular species important for applied 
and basic science [2]. Along these lines, specific applica-
tion areas include trace gas sensing for environmental [3], 
energy [4] and medical diagnostics [5], earth sciences [6, 
7] and recently time-resolved spectroscopy [8]. However, 
the spectral region is also one of the interests in the area of 
high-precision spectroscopy for metrology, basic molecular 
physics and precision measurements [9].

Many MIR spectroscopic applications benefit from 
broad bandwidth or continuous tunability in the laser 
source. For example, in the case of trace gas sensing, broad 
bandwidth provides for the possibility to simultaneously 
observe different compounds and discriminate one from 
the other. While thermal sources cover tremendous band-
widths, laser-based MIR sources have the benefit of high 
brightness and a coherent beam, which enables propaga-
tion over long distances, cavity enhancement, microscopic 
modalities and coherent detection schemes. MIR laser-
based sources in this category that have been employed 
for spectroscopy include broadly tunable quantum cascade 
lasers [10, 11], supercontinuum sources [12], femtosecond 
mode-locked lasers [13], parametric oscillators [14–16] and 
frequency comb sources [17, 18]. A particular advantage of 
the frequency comb is that it can simultaneously provide 
large bandwidth in a single measurement along with high 
spectral resolution and accuracy.

Within this context, direct spectroscopy with broadband 
femtosecond laser sources and frequency combs has been 
applied to various applications and measurements [4, 6, 8, 
19–23]. In this paper, we report on the use of a 3-micron 
broad-bandwidth MIR frequency comb source in combi-
nation with a high-resolution virtual-image phased array 
(VIPA) spectrometer for trace gas detection of atmospheric 
gases over open-air paths of up to 26 m in length. A par-
ticular goal of this work is to explore the applicability and 

Abstract A mid-infrared frequency comb is produced via 
an optical parametric oscillator pumped by an amplified 
100 MHz Yb:fiber mode-locked laser. We use this source to 
make measurements of the concentration of the atmospher-
ically relevant species of CH4 and H2O over a bandwidth of 
100 nm centered at 3.25 μm. Multiple absorption lines for 
each species are detected with millisecond acquisition time 
using a virtual-image phased array spectrometer. The meas-
ured wavelength-dependent absorption profile is compared 
to and fitted by a model, yielding quantitative values of the 
atmospheric concentration of both CH4 and H2O in a con-
trolled indoor environment, as well as over a 26-m open-air 
outdoor path.

1 Introduction

Mid-infrared (MIR, 3–8 μm) laser spectroscopy [1] has 
been a topic of continued and growing interest over the past 
years, motivated in part by the strong absorptive features 
that constitute the unique spectroscopic “fingerprints” of 
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limits of the MIR source and VIPA detection for fast and 
accurate detection of methane and water. The system is 
described in detail, and experiments are performed to quan-
tify the system parameters, sensitivity and precision in open 
path measurements both inside and outside the laboratory. 
We find that in a 2-ms acquisition time, the laser/spectrom-
eter system described here is capable of determining trace 
gas concentrations on the order of 5–6 % in outdoor atmos-
pheric conditions. The main limitation on the accuracy of 
the concentration is the background removal, i.e., the enve-
lope of the laser spectrum imprinted on the spectrometer, 
which is discussed in the text.

2  Experiment

Figure 1 outlines the generation of the coherent, MIR light 
source, which is described in detail elsewhere [24]. The 
output of a Yb:fiber mode-locked femtosecond oscillator 
[25] (100 MHz repetition rate, 80 fs pulses) is temporally 
stretched in a 10-m positive second-order, negative third-
order dispersion fiber and then amplified in a double-clad 
Yb amplifier fiber. The amplifier system, pumped by two 
multimode 980-nm fiber laser diodes, can produce up to 
10 W of broad-bandwidth light centered at 1060 nm with 
a pulse width of 120 fs after compression in a free-space 
dual grating compressor. We utilize 2 W to pump an opti-
cal parametric oscillator (OPO) of ~3 m length to match 
the 100-MHz repetition rate based on a 2-mm-thick fan-
out periodically poled lithium niobate (PPLN) nonlinear 

crystal [16]. Through nonlinear parametric down-conver-
sion, the 1060 nm photons are split into signal and idler 
photons (1/λpump = 1/λsig + 1/λidler), where the signal field 
in the region of 1.4–1.8 μm is resonant in the OPO cavity, 
while the idler wavelengths are efficiently out-coupled. The 
OPO can be continuously tuned by changing the poling 
period of the fan-out PPLN crystal, accessing a wide range 
of MIR wavelengths from 2.6 to 4.4 μm. In this study, we 
focus on the idler centered at 3.25 μm, which covers the 
methane ν3 band. While full frequency stabilization of the 
comb is not necessary for atmospheric measurements due 
to the gigahertz linewidths arising from atmospheric pres-
sure broadening, we utilize the intrinsic frequency comb 
structure of the optical spectrum to lock the length of the 
OPO cavity. As described in ref [16], spurious visible light 
leaking from the OPO from non-phase-matched processes 
contains a heterodyne beat, which corresponds to the dif-
ference of the offset frequencies of the signal and the idler 
combs (e.g., nonlinear signals from pump + idler overlaps 
with 2*signal (both occurring at ~800 nm) leading to a 
beat note of 2f0,idler–f0,signal). Stabilization of this beat to an 
external radio frequency reference via a PZT-actuated mir-
ror on one end of the OPO cavity effectively fixes the idler 
frequency comb spectrum relative to the pump and creates 
a stable mid-IR spectrum over a sufficient period of time 
for our experiments (several hours without losing lock). 
This stabilization of the MIR spectral envelope is espe-
cially necessary when taking consecutive absorption meas-
urements over time, or absorption measurements followed 
by a background measurement, i.e., the spectral envelope 
of the laser. Temperature and vibration sensitivity cause 
the cavity length of the OPO to vary enough to change the 
spectral envelope in the MIR, causing even more difficult 
background corrections. It is also possible to lock the OPO 
cavity length at any given MIR tuning point by creating an 
octave-spanning spectrum in a carefully chosen nonlinear 
fiber with excess 1060 nm pump light. The non-phase-
matched visible light from the OPO can be overlapped 
with optically filtered light from a continuum spectrum to 
achieve the same results. Complete stabilization of the MIR 
frequency comb is possible [16] and could be useful for 
applications focused on higher-resolution spectroscopy.

In the following, we study the feasibility of using this 
broad-bandwidth MIR source to investigate real-time moni-
toring of methane and water concentrations in open-air and 
over long-path lengths. To this end, we test the stability 
and accuracy of our source and detection system with three 
different samples: a short 20-cm glass cell with Brewster 
windows, a long pass Herriott cell (26 m path length) and 
two open-air scenarios, one inside the laboratory and one 
in a true outdoor space (see Fig. 2). We launch the MIR 
light through the sample and collect the data with a com-
pact MIR spectrometer. The spectrometer collects spectral 

Fig. 1  A 100 MHz, 120 fs, 2 W Yb-based oscillator and amplifier, 
centered at 1060 nm, is used to pump a linear OPO cavity contain-
ing a fanout PPLN nonlinear crystal. The resonant cavity produces a 
signal and an idler, where the idler is coupled out at M4. The center 
wavelength of the idler can be changed by tuning the poling period of 
the PPLN crystal from 2.6 to 4.4 μm
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data in a two-dimensional format by using a virtual-image 
phased array (VIPA) etalon that is cross-dispersed with a 
diffraction grating [24, 26]. After the light has exited the 
sample, the beam is focused into a MIR air-core photonic 
crystal fiber (PCF) [27]. This allows consistent alignment 
into the spectrometer when changing between different 
samples. The light from the fiber is collimated and then 
focused into the entrance window of the VIPA optic with 
a cylindrical lens. The VIPA is a tilted etalon (0.8-mm-
thick silicon, ~50 GHz free spectral range), which gives 
large angular dispersion versus wavelength. The coupled 
beam is reflected back and forth between a highly reflec-
tive back surface (99.9 %) and a partially reflective front 
surface (98 %) from which the dispersed spectral elements 
exit at varying angles. The output of the VIPA is then 
cross-dispersed with a standard diffraction grating blazed 
for 3 μm light (450 lines/mm), whose dispersion is cho-
sen to separate the orders of the VIPA etalon into a two-
dimensional spectrum. The spectrometer occupies approxi-
mately 30 cm by 60 cm, has a resolving power of ~150,000 

and can capture ~80–100 nm of bandwidth (depending 
on imaging conditions) in a single spectrum acquired on 
milli- or sub-millisecond timescales. To collect the dis-
persed optical spectrum after the sample, the spectrometer 
output is imaged onto a liquid-N2 cooled InSb array cam-
era (640 × 512 pixels). A 2.5–5 μm bandpass cold filter 
inside the camera minimizes excess pump and signal light, 
or stray background light, from hitting the camera. Figure 2 
describes the spatial layout of each sample setup. The exit 
beam of the 20-cm cell and the multi-pass Herriott cell 
(Fig. 2a, b, respectively) is directly focused into the PCF 
with a CaF2 lens. When the beam is sent into free space, as 
in the case of the in-lab path and the outdoor path, a retro-
reflection mirror is used to return the beam to the VIPA 
spectrometer. The return beam is then collected with a Cas-
segrain reflective telescope. As the beam path progresses in 
free space, the spatial divergence of the MIR beam results 
in a large beam profile (~5 cm diameter). The telescope 
captures the large beam and reduces it to a manageable size 
for focusing into the PCF fiber. Another advantage of the 

Fig. 2  a The physical setup of the 120 cm × 120 cm mobile laser 
table housing the Yb oscillator/amplifier, the OPO and the VIPA spec-
trometer. b In the place of the sample in a, a multi-pass Herriott cell 
was used to determine the sensitivity of the system. c The layout of 
the output beam to sample the air, the collection telescope and optics. 

The telescope and optics sit above the laser and spectrometer on the 
table as can be seen in (d). The retro-reflection mirror is outside the 
laboratory, at a distance of ~13 m. The beam passes through an IR 
transparent window
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telescope is that small variations in alignment of the free 
space beam are minimized through the telescope imaging 
system.

2.1  Analyzing VIPA images

Once the two-dimensional images from the VIPA spectrom-
eter are collected, they are analyzed as follows. For each 
2D absorption spectrum, three images need to be acquired. 
First, a dark image is taken, representing the background 
noise of the spectrometer. This is accomplished with the 
beam blocked far away from the camera in order to elimi-
nate laser light, but accommodate any residual background 
light. Secondly, a background image is acquired. For the 
sample cells (samples shown in Fig. 2a, b), this requires 
pumping out of the cell with a small turbo pump to approx-
imately 1 × 10−5 Torr. For the long-path free space beam, 
a short free space path (shown as “bkg path” in Fig. 2c) is 
set up with flip mirrors to send the beam directly into the 
telescope. The reported path length distances for absorp-
tion are the difference of the long-path distance image 
and the short-path distance image. Once the dark and the 

background images are recorded, the sample images can 
be acquired. While this is the most ideal and rigorous 
approach to background correction, we later determined 
that only the sample image was needed and the background 
(including the dark image) could be removed by fitting the 
background of 0 % transmission around a peak of interest. 
This method is discussed later in Sect. 3.2.

An example of a series of images representing the rigor-
ous background subtraction is shown in Fig. 3. Figure 3a is 
a raw data image of the 20-cm sample cell with 2 Torr pure 
methane. This allows for determination of the free spectral 
range of the VIPA etalon. Along the vertical range (VIPA 
dispersion direction) of the 640 × 512 pixel array of the 
InSb camera, the spectrum repeats itself, as indicated in 
Fig. 3a with the yellow circles identifying a single repeated 
absorption feature. In order to correctly display the spec-
trum in a traditional linear format, the free spectral range 
must be known. As explained in a previous publication 
[24], the resolution of the VIPA spectrometer (~700 MHz 
at this wavelength and grating angle) does not permit the 
100 MHz comb lines to be resolved, so the images appear 
as stripes in the VIPA resolution direction. To lineate the 

Fig. 3  a A sample image of a 20-cm cell with 2 Torr methane. The 
free spectral range (FSR) of the VIPA is easily seen as a repeating 
pattern in the absorption features. The circles indicate an identi-
cal absorption feature. b A two-dimensional grid is created on the 
VIPA lines from a background only image (no methane) based on the 
FSR determined from (a). c The methane lines can be clearly seen 

by dividing signal image (a) by background image (b). d A zoom 
in of (c) showing how each VIPA stripe is fit with a polynomial. At 
each point on the curve, five pixels horizontal to the VIPA stripe are 
averaged. e The stripes are concatenated to create a typical lineout 
absorption plot
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spectrum, a grid of points is created via an automated 
computer program. The height of the grid in the vertical 
direction is determined by the free spectral range with five 
total points along the stripe. The horizontal grid is deter-
mined by the centers of the stripes in the grating direction 
(Fig. 3b). The grid is necessary due to tilt and curvature of 
the spectral stripes (see zoomed in portion of Fig. 3d) that 
arise from the properties of the VIPA spectrometer and the 
imaging system itself [28].

First, the no-light image is subtracted from each of the 
signal and background images. Secondly, for each VIPA 
stripe in the signal and background image (Fig. 3a, b, 
respectively), a parabolic function is fitted to the five points 
on the grid (Fig. 3d). Next, the data analysis program steps 
through each vertical pixel along the stripe and sums the 
counts from five horizontal pixels around the center pixel. 
This is done for each consecutive stripe, and the lineout 
spectrum is concatenated as shown by the coordinated 
color arrows in Fig. 3e. The final lineout absorption spec-
trum is calculated as follows (shown in Fig. 3e):

where LS is the line spectrum of the sample image (after 
subtracting the dark image) and LB is the background 
image (after subtracting the same dark image). After 
obtaining the lineout spectrum, knowledge of the resolu-
tion of the spectrometer is necessary for proper fitting of 
the absorption data in order to determine concentrations 
of chemical species. Ref [24] describes in detail the reso-
lution of the 2D VIPA spectrometer (700 MHz, mentioned 
above) as well as the absorption sensitivity of the system 
(4.5 × 10−4 absorbance units). Figure 4 demonstrates the 
speed at which broad-bandwidth high-resolution data can 
be taken. In this experiment, we allowed methane to flow 
into the 20-cm cell and recorded the absorption at 375 
frames/s with a reduced 320 × 320 pixel array. From the 
panels in Fig. 4, it is evident how the VIPA image and lin-
eout spectrum progress as the gas fills the cell. Within 2 s, 
the VIPA records the cell from vacuum to 2 mTorr with the 
ability to see changes in absorption from single consecutive 
frames [24]. For the full video demonstration, see the Sup-
plemental information section online.

3  Results

3.1  Linearity and dynamic range

While broadband MIR spectroscopy efforts have demon-
strated the ability to determine the presence of a trace gas 
species [18, 19, 29], it is also important to quantify the 
amount present and the uncertainty with which the concen-
tration can be discerned. To investigate the measurement 

(1)Absorbance = − ln
[

LS

/

LB

]

,

uncertainty and linearity of this MIR spectroscopic system, 
we filled a Herriott cell (26 m path length, 14 passes) with 
static pure methane and compared the results to a pres-
sure reading from a traditional convectron gauge (with 
a reported uncertainty of 0.1 m Torr at pressures below 
10 mTorr). Figure 5 shows the results of this test. The top 
panel focuses on a single set of absorption lines at three dif-
ferent pressures, showing the increase in absorption with an 
increase in pressure. The bottom panel plots the pressure 
obtained by fitting the absorption data with a HITRAN [2] 
model (left axis) versus the pressure reading from a tradi-
tional pressure gauge. The relationship between the fitted 
absorption spectrum and the pressure gauge should ideally 
be linear with a slope of 1, and indeed, at very low pres-
sures (up to about 4 mTorr for this path length), this is the 
case. The uncertainty in the fitting of a single group of 
methane lines (as seen in Fig. 5, top panel) was found to 
be on the order of 0.1 %, while the methane concentration 
derived from the individual fits varied by 5–7 % when com-
paring all line groups from a single image. The latter are 
shown as the error bars in Fig. 5.

As the pressure increases within the given path length, 
the measured absorption for some lines with large absorp-
tion cross sections appears to saturate, causing the fitted 

Fig. 4  Side by side VIPA images and lineout spectra derived from 
those images at three different time stamps during a 375 frame/s 
video (20 μs acquisition time) taken as pure methane fills a 20-cm 
sample cell from vacuum to ~2 Torr. A real-time video can be seen in 
the supplemental information online
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pressure to be inaccurate. While we call this saturation of 
the spectral feature, this effect actually arises from the lim-
ited linearity and dynamic range of the InSb array camera, 
particularly at low light levels. For example, while weaker 
absorption lines (<0.01 peak absorption) remain within the 
camera’s linear detection range, the stronger lines (example: 
>1 peak absorption) reduce the light level to a point that the 
camera cannot linearly detect the additional reduction in 
the transmission (i.e., when very few photons make it to the 
detector at the peak of very strongly absorbing lines). For a 
given path length, concentration and incoming beam photon 
count, this absorption feature saturation cannot be avoided 
even by changing the integration time of the detector. The 
bottom panel of Fig. 5 shows that this effect can be fit as a 
linear relationship including a saturation level, as in Eq. 2:

(2)
Pmeas =

Pgauge

1 + Pgauge
/

Psat

where Pgauge is the gauge measured pressure (x axis), Pmeas 
is the pressure determined from the data (y axis) and Psat 
is a floating variable indicating the pressure at which full 
saturation occurs for this system. When Pgauge ≪ Psat, the 
equation reduces to Pmeas = Pgauge, indicating the expected 
relationship when in the linear regime of the detector. 
However, at higher pressures, several strongly absorb-
ing lines appear saturated as described above. This effect 
will become important when discussing the atmospheric 
data in a later section. When Pgauge ≫ Psat, Eq. 2 reduces 
to Pmeas = Psat, where the saturation value dominates. In 
the series of data points in Fig. 5, the fit to the data yields 
Psat = 14.5 ± 0.3 mTorr. The lowest detected methane 
pressure of Fig. 5 was fit to give a value of 0.134 mTorr, a 
value that translates to ~200 ppb in a typical atmospheric 
pressure of our laboratory (with a 2-ms acquisition time 
and 26 m, this leads to ~230 ppb*m*Hz−1/2 in normalized 
units). In a previous paper, we reported an absorption sen-
sitivity of 4.5 × 10−4 absorption units (in the 20 cm cell 
at a pressure of 2 Torr) for the laser and spectrometer sys-
tem [24]. For CH4 line strengths in this region, a change in 
absorbance of 4.5 × 10−4 corresponds to a pressure change 
of ~0.002 mTorr. This corresponds to a 2–3 % uncertainty 
on the pressure value at the lowest detectable concentra-
tions of CH4 and is only slightly lower than the uncertainty 
returned from fit shown in Fig. 5.

3.2  Open‑air indoor path

While the data of the previous section demonstrate the 
measurement of relevant concentrations in a static cell, 
many more factors come into play when detecting simi-
lar concentrations under atmospheric conditions. To dem-
onstrate the ability to see millitorr concentration species 
in atmospheric conditions, we replaced the Herriott cell 
with an open-air indoor path in the laboratory. As Fig. 2 
shows, we replaced the “sample” in Fig. 2a with a mirror 
to direct the beam across the laboratory. A beam-expand-
ing telescope was used to increase the beam size to ~3 cm 
in diameter in order to reduce the divergence of the beam 
at the 3.25 μm wavelength. After steering the beam to the 
retro-reflection mirror, the return beam was captured by 
the 25 cm diameter aperture of the telescope, resulting in a 
total indoor, open-air path length of ~26 m. The telescope 
served to focus the large beam outside the back aperture. A 
collimating lens and two mirrors were then used to launch 
the light into a ~30 cm piece of MIR PCF fiber. The output 
of the PCF fiber serves as the entrance to the 2D VIPA/grat-
ing spectrometer (see Fig. 2a). The laser spectrum, when 
optimized at one nonlinear crystal position in the OPO 
by tuning the pulse width and pump power, covers up to 
300 nm of bandwidth. Therefore, it is necessary to rotate 
the grating in the spectrometer slightly, using 3–4 images 

Fig. 5  Top panel The P(0) line group of the ν3 rovibrational transi-
tion in CH4 from a 26-nm multipass Herriot cell (2 ms acquisition 
time). The red dots are the data extracted from the VIPA spectrometer 
image, the blue line is a fit to known HITRAN values, and the green 
line is the fit residual. The same line grouping is shown at three dif-
ferent pressures in the multipass cell. Bottom Panel A plot of pres-
sure values extracted from the HITRAN fits of a 40 nm span of CH4 
absorption lines versus the measured pressure with a traditional pres-
sure gauge
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to cover the entire laser bandwidth. Each image at this low 
light level requires 2 ms camera acquisition time. One dark 
image was taken first (by blocking the laser beam), and 
then, for each grating position, a signal (beam going out to 
the retro-reflection mirror) and background (beam travers-
ing a short path to the telescope, see Fig. 2c) image were 
taken.

Figure 6 contains the results of analyzing a single VIPA 
image (as explained in Fig. 3) and converting this image to 
a traditional line out spectrum for a long-path indoor meas-
urement. The data, shown in red, were fit with a modeling 
program we have developed that is based on HITRAN 
data for line positions, including temperature and pres-
sure broadening, as well as a background correction [2]. 
After a general frequency scale is established by calibrat-
ing the raw absorbance peaks with a simulated spectrum 
from peaks in the HITRAN database for H2O and CH4, the 
fitting program is given the absorption data, a calibrated 
frequency axis, a fixed atmospheric pressure value (which 
governs the pressure broadening of the peaks) and a fixed 
instrument response value [24]. Our fitting program mini-
mizes the residuals (difference between the absorption 
data and the HITRAN model) by iterating the concentra-
tion of H20 and CH4, the self-pressure broadening (given 
by the partial pressure of the gases themselves) given by 
HITRAN, and allows for a linear frequency correction 
across the spectrum.

In a 26-m path length, several of the measured water 
absorption peaks appear saturated (due to detector lin-
earity at low light levels as described above in Sect. 3.1). 
This saturation level was determined in the analysis of 
Fig. 5. In some cases, the water peak absorption values 
can be 10–20× larger than the methane lines, largely due 
to the ~4000:1 concentration ratio of water to methane in 
the atmosphere. In order to clearly see the methane peaks 
above the dark count noise of the detector, the acquisition 
time is set at 2 ms. Due to the line strength discontinuity 
between water and methane lines, we have cut the absorp-
tion spectrum at an absorption value of ~0.7, corresponding 
to 50 % transmission. This cutoff level was determined by 
first fitting the spectrum without cutting off the saturated 
peaks and using this residual to determine the saturation 
level. Without removing the tops of the saturated peaks, the 
residuals reach from 0.4 to −0.4 absorption units as the fit-
ting program attempts to “average” out the concentration 
of the saturated water peaks with the non-saturated peaks. 
By removing the tops of the saturated peaks, we are able to 
reduce the residuals by a factor of 3.5. This allowed us to 
determine the water concentration more accurately, as the 
saturation only affects the spectral shape of the top of the 
water absorption peaks. The methane peaks are all below 
this saturation limit/cutoff. In the top panel of Fig. 7, the 

actual data are shown in a dotted red line, the cut spectrum 
used for fitting is shown in a solid red line, and the fit is 
shown as its negative in blue. The residuals (in gray, above) 
have some small spikes, which we attribute to errors in the 
frequency scale across the 100 cm−1 bandwidth of a single 
image. The true center of the saturated peak is difficult to 
determine when fitting the data set as a whole. Neverthe-
less, the residuals have an rms value of 0.021 absorbance 
units over the 100 cm−1 bandwidth with peaks ranging in 
magnitude from 0.2 to 4 absorbance units.

One of the difficulties of obtaining open-air data is the 
removal of the background, e.g., the spectral envelope of 
the MIR light source. Even with best efforts to ensure that 
the background image and long-path image are identical 
except for the sampling path length, systematic offsets in 
the absorption baseline still exist and removing these off-
sets correctly is the current limit to the sensitivity of this 
measurement. This will be discussed further in sect. 4. For 
comparison, we have developed an alternative approach 
in which we cut out portions of the spectrum and fit them 
individually after removing the background in the vicin-
ity of specific spectral features (Fig. 7). This background 
subtraction method requires only a single data image, 
eliminating the need for background images. We cre-
ated a filter using a model HITRAN spectrum to indicate 
where the absorption should be within 1 % of zero (see 
Fig. 7a). Then, we fit the filtered raw signal data (exclud-
ing the peaks), so that the “background” was a fit to the 
zero absorption portions of the spectrum (Fig. 7b). After 
removing this background from the measured absorp-
tion, each individual line group was fit and concentra-
tions were determined from that fit (Fig. 7c). Selected 
peaks can be seen in Fig. 6, where individual fits of line 
groups for both methane and water are displayed. These 
individual results are summarized in Fig. 8 (top panel: 
methane, bottom panel: water). The data points (circles) 
represent the value of methane or water from individual 
line fits. While the values are scattered, the average of 
the individual fits (top panel: red, CH4 average, bottom 
panel: blue, H2O average) is in good agreement with the 
global fit for the both the methane and the water values. 
The shaded box is the standard deviation of the individual 
fit data. The methane concentration determined from the 
global fit (obtained using dark, background and sample 
images) was 1.96 ppm (dashed green line in Fig. 8), and 
the average of individual line fits (using a single sample 
image) was 1.92 ± 0.13 ppm (dashed red line in Fig. 8). 
In this instance, we did not have an accurate second meas-
urement for comparison of the concentration. However, 
the fitted values are in good agreement with typical con-
centration values of methane in the air, which vary from 
1.8 to 2.2 ppm, and the global and individual fits were 
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Fig. 6  Data from a single VIPA image (dotted red curve) for an 
open-air indoor measurement (26 m, 2 ms acquisition time for back-
ground and signal images). The spectrum was cut at 50 % transmis-
sion before fitting due to absorption line saturation as discussed in the 
text (solid red line). The blue curve, displayed as its negative for clar-
ity, is a global fit of the data with a HITRAN model described in the 

text. The residuals of the fit are shown in gray above the data. The 
bottom eight panels are zoom-in fits of isolated methane and water 
lines and their residuals. Sharp discontinuities in the residuals arise 
from the stitching together of VIPA stripes to concatenate the line 
spectrum, dark pixels, or frequency scale discontinuities over a large 
spectral range
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self-consistent. The water concentration was determined to 
be 1.2 % in both the global fit and the average of the indi-
vidual fits, with a 0.1 % standard deviation on the average 

(show as the shaded box in Fig. 8). The water concentra-
tion can vary daily from 0.5 to 2 %, and our fitted value 
is within this range. For comparison, without cutting the 
absorption spectrum to account for saturated peaks, the 
water value was determined to be 0.6 % in the global fit.

3.3  Open‑air outdoor path

While Figs. 6, 7 and 8 represent indoor open-air measure-
ments, an outdoor open-air measurement has several other 
considerations. Turbulence, precipitation, temperature 
and pressure variations, and etalons from exit windows 
come into play when making an outdoor measurement. 

Fig. 7  a Local lineout data around an isolated methane line from a 
single raw data image (red, 2 ms acquisition time). A mask created 
from simulated HITRAN spectra determines where the %T value 
should be near zero. The zero-line points are fit with a polynomial 
curve of order five. This curve then becomes the “background.” Then, 
the true  %T signal b is calculated as data/background. When the cor-
rected transmission data are fit with a HITRAN model, the absorption 
spectrum and resulting residuals are shown in (c). The standard devia-
tion of the fit residuals is ~2.5 % of the peak absorption

Fig. 8  Top panel Methane concentration determined from the data 
in Fig. 5. The green dotted line is the concentration obtained from 
the global fit of ~100 cm−1 spectrum. The red circles are from indi-
vidual fits with individual background subtractions around that 
line group. The red line indicates the average of the individual fits 
(1.96 ± 0.13 ppm) with an error represented by the red shaded rec-
tangle. Bottom Panel Similar to the top panel except for water con-
centration. The green dotted line is again the global fit, and the blue 
circles and line are the individual fits and average (1.2 ± 0.1 %), 
respectively
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To further test our ability to monitor trace gas concentra-
tions in an outdoor environment, we moved the laser and 
OPO system into a laboratory where a window to the out-
side was accessible. Figure 2d shows the window access 
with the laser system on its 120 cm by 120 cm table posi-
tioned adjacent to the window. The beam was directed out 
and retro-reflected back through a MIR transparent 25 cm 
diameter window. The beam traversed grassy terrain, 

and the retro-reflecting mirror was placed on a small tri-
pod platform on the grass (not pictured). A path length 
of ~25 m was used for the outdoor measurements. These 
results are shown in Fig. 9a. The data are inherently nois-
ier due to the majority of the path length occurring out-
doors; however, a global fit of the data is still possible and 
gives a methane value of 2.17 ppm. Figure 9b zooms in 
on the Q branch of the CH4 band from the global fit. The 

Fig. 9  a Nearly 250 cm-1 span of a 26-m path of outdoor air, includ-
ing four images concatenated together. Each image had an acquisition 
time of 2 ms. The red curve is the data, the blue curve is the fit based 
on HITRAN methods described in the text, shown in its negative for 
clarity, and the gray curve is the residual of the fit. b A zoom in of 
the global fit in the Q branch of the methane υ3 band (the green box 
in a). c A fit of the same Q branch data using a background subtrac-
tion from the raw image and using only the background in the imme-

diate area around the peaks. d Methane individual line fits (average 
2.19 ± 0.13 ppm, shown as solid red line) compared with the global 
fit value from (a) of 2.17 ppm, shown as dotted green line. Inde-
pendent measurement sources yielded a value of 1.94 ppm. e Water 
individual line fits (average 0.57 ± 0.04 %, shown as solid blue line) 
compared to the global fit value of 0.56 %, shown as solid green line. 
Independent measurement sources gave values of 0.41, 0.60 and 
0.51 %
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residuals show the background variation underlying the 
data. Figure 9c uses the raw data from a single VIPA image 
as described earlier, and a slightly cleaner fit is obtained. 
During the outdoor measurement, an independent methane 
measurement was available [7]. The independent measure-
ment used an intake air tube that was positioned near the 
path of the MIR beam. The outside air was brought into a 
mobile device where a single frequency laser was used to 
determine the methane concentration, using a chemically 
produced “zero methane” air sample as a background. In 
this way, we were able to compare our measured value to 
an independent value. Figure 9d summarizes the methane 
results. The dotted green line represents the methane con-
centration value for a global fit (2.17 ppm) of the data in 
Fig. 9a. As with the indoor open path data, methane lines 
are taken individually and fit using the method described 
above (with no background image), and the results are 
shown as circles in Fig. 9d, with the average of these 
points displayed as the solid red line (2.19 ± 0.13 ppm). 
The independent measurement of methane was 1.94 ppm, 
which is slightly lower than both the global fit and the 
average of individual fits of methane lines. At this point, 
we attribute this to discrepancy to small systematic offsets 
due to troublesome background subtraction and noisier 
data, and possibly to part of the path length being inside. 
Other differences in the two measurement techniques 
were that the intake air tube was 150 cm off the ground 
in a single position, and the 25 m path length of our laser 
traversed grassy terrain, ranging from 150 to 30 cm above 
the ground. Figure 9e shows the same data but for the 
water concentration (also measured independently with the 
methods of ref [7] and other humidity measurement sta-
tions in the area). The global value is 0.56 % when using a 
spectrum cut at 50 % transmission to account for saturated 
peaks (as described in Sect. 3.1). The individual fit val-
ues, given by the blue circles in Fig. 9e, give an average of 
0.57 ± 0.04 %. Again, both values from the global fit and 
average fits are larger than an independent measurement of 
0.4 %, but are consistent with relative humidity data values 
of 0.60 and 0.52 % from two monitoring stations in Boul-
der. The residuals of the global fit (spanning 280 cm−1 of 
bandwidth from four concatenated VIPA images) give a 
standard deviation of 0.024 absorbance units.

4  Conclusions

To our knowledge, this work is the first demonstration of 
an outdoor open-air measurement at 3.25 μm utilizing a 
2D VIPA spectrometer. We have demonstrated the use of 
a broad-bandwidth MIR laser system to detect small con-
centrations of isolated species with fast acquisition times 
(10s of μs to 2 ms). In a laboratory setting, the background 

subtraction yields clean absorption data and concentra-
tions of pure methane were measured down to ~200 ppb (or 
230 ppb*m*Hz−1/2) with an uncertainty of 27 ppb (13.6 %, 
taken from the residuals of the fit to the data at the low-
est pressure measurement). In static cell situations, 50 nm 
of spectral bandwidth data can be acquired with a rate of 
375 frames/s (using a reduced 320 pixel × 320 pixel image 
array), which has applications for the monitoring of a rap-
idly changing species concentration. The accuracy of static 
cell measurements utilizing the fitting of direct absorption 
data was found to be in good agreement with traditional 
pressure measurements.

The system described here, due to the brightness and 
spatial coherence of the MIR light at 3.25 μm, is also use-
ful for broadband detection of multiple species in an open-
air outdoor path. We demonstrate the detection of small 
concentrations of CH4 in the atmosphere (~2 ppm) in the 
presence of much higher absorption water lines. From 
unsaturated individual lines, we were also able to determine 
the water concentration over a range of 0.5–1.2 %. Both the 
methane and water concentrations are consistent with inde-
pendent data measurements. At the present time, the deter-
mination of the absorption baseline is the limiting factor in 
the measurement of the true concentration of a species in 
the open air. Many factors affect the background, includ-
ing systematic etalons from exit windows, pointing stabil-
ity of the laser beam into the fiber, laser amplitude noise or 
drift, as well as other environmental factors. Both methods 
of background subtraction have difficulties. Comparing two 
images taken seconds apart requires more time and effort to 
minimize differences between images. Using a piece-wise 
background fitting of a raw data image, as we have shown, 
is most effective if there are enough zero transmission 
points around the peaks of interest. We report measurement 
uncertainties on the measured concentrations on the order 
of ~6–8 % in the open-air data (both indoor and outdoor, 
for both water and methane). We use two separate meth-
ods to determine the concentration, and the values are inter-
nally consistent. The uncertainty is significantly reduced 
down to 2 % when making static cell measurements. For 
comparison, Ref. [7] reports that an international standard 
for intra-laboratory comparability measurements for meth-
ane is ±2 ppb or ~0.1 % of the atmospheric concentration 
of methane. While our uncertainties are larger than the state 
of the art, they still have the advantage of requiring only 
a 2 ms integration time for a 100 nm spectral bandwidth 
in the MIR region, covering multiple species in a single 
image. Such fast acquisition across broad bandwidths could 
be particularly useful in the study of chemical dynamics 
and the analysis of transient chemical species [8].
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